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While there have been tremendous advances in our scientific under-
standing of the brain, this work has been largely academic and often 
oriented toward clinical publication. Cognitive Neuroscience of Human 
Systems: Work and Everyday Life addresses the relationship between 
neurophysiological processes and the performance and experience of 
humans in everyday life. It samples the vast neuroscience literature to 
identify those areas of research that speak directly to the performance 
and experience of humans in everyday settings, highlighting the practical, 
everyday application of brain science.

The book explains the underlying basis for well-established principles from 
human factors, ergonomics, and industrial engineering and design. It also 
sheds new light on factors affecting human performance and behavior. 
This is not an academic treatment of neuroscience, but rather a translation 
that makes modern brain science accessible and easily applicable to 
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and practices. The authors supply clear and direct guidance on the 
applications of principles from brain science to everyday problems. 

With discussions of topics from brain science and their relevance to 
everyday activities, the book focuses on the science, describing the 
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your work to achieve more effective outcomes based on a fundamental 
understanding of how the operations of the human brain produce behavior 
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1
Introduction

What do most people know about their brains? Do they know as much as 
they know about their favorite sports teams or their favorite celebrities? Can 
they describe the operations of their brains with the precision that they list 
the ingredients and steps in a favorite recipe or explain the nuances of play-
ing a popular electronic game? Do they track their brains with the regularity 
that they follow the weather, the price of gas, or how much money they have 
in their wallets? Yet, all that we experience, all that we know, and all that we 
do is a direct, inseparable product of our brains.

For most of us, our brains serve as the conduit through which we experi-
ence life, but nothing more. We may have thoughtfully devised programs for 
exercising our bodies, and on any given day, we may know our weight within 
a couple of pounds, but we pay scant attention to the state of our brains, how 
we may be affecting them, how we may be affecting the brains of others, and 
how our own brains are being affected during the course of everyday life.

In the following chapters, our primary objective is to summarize cur-
rent brain science, but most importantly, highlight and explain the practi-
cal, everyday application of brain science. Today, there may be no field that 
produces a larger volume of scientific papers, books, and other publications 
than brain science, or neuroscience. However, with little exception, these pub-
lications are esoteric and beyond the reach of those without the requisite 
academic training (i.e., generally, an advanced degree in neuroscience or a 
similar field). This occurs despite recognition in diverse fields ranging from 
education to engineering to marketing that brain science is highly relevant to 
these domains. Our goal is to make brain science accessible to a wide array 
of professions and to do so in a manner that allows readers to readily apply 
brain science to their own professional endeavors.

We will discuss current perspectives on brain science, as well as many 
recent research findings. Particular emphasis will be placed on factors that 
affect performance and behavior, including common vulnerabilities con-
tributing to errors, misinterpretations, and lapses in judgment, as well as 
factors that affect our social interactions and allow us to work more or less 
effectively as teams, groups, and organizations. Special care will be taken to 
not present countless facts that would soon be forgotten. For example, basic 
brain function will be described without detailed descriptions of the related 
anatomical structures, given our belief that few readers will possess a thor-
ough knowledge of neuroanatomy. Most of the material that would typically 
be covered in a college course concerning brain science will not be discussed 
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here. This is because the bulk of current knowledge about the brain, while 
interesting, cannot be easily translated into insights and principles that may 
be readily applied to everyday activities. For instance, numerous research 
programs are working toward an understanding of how the cells of the brain 
operate, and interact with one another, at the smallest measurable scale (i.e., 
nanoscale, or one millionth of a meter). While important to many endeavors 
(e.g., engineering new drugs that have highly specific effects on the brain), 
there is little insight that can be gleamed from this knowledge to help indi-
viduals understand why people do what they do, or how to achieve more 
effective outcomes.

In the forthcoming chapters, the discussion will often extend beyond 
the science of the brain to encompass research and theories that might be 
best described as behavior science. There are many insights arising from 
the broad study of human behavior, for which many of the neural under-
pinnings are not well understood. Today, the traditional behavior sciences, 
which include psychology, sociology, anthropology, economics, and political 
science, are increasingly influenced by brain science. This is partly due to 
the growing availability of equipment to study brain function, such as the 
electroencephalogram (EEG), and neural imaging such as functional mag-
netic resonance imaging (fMRI). Additionally, there is a natural tendency for 
scientists to look to deeper and deeper levels, in this case the functioning of 
the brain, to uncover causes for the phenomena they study.

A convergence of brain science and behavior science is an inevitable out-
come and the two have a reciprocal interest in embracing one another. As 
noted, brain science provides insight into the fundamental mechanisms of 
observable behavior. In kind, behavior science speaks to the mechanisms by 
which the environment has shaped modern humans and, particularly, our 
brains. As with any animal species, our brains are the product of our specific 
adaptations to cope with various challenges and to capitalize on opportuni-
ties afforded by the environments in which we evolved. In the same way 
that various species have developed complex courtship and mating ritu-
als involving sometimes tightly choreographed sequences of behavior and 
response, the human brain has been shaped through evolution to respond in 
a specific manner to certain events within the environment.

A later chapter will discuss the ultimatum game, which is a research 
paradigm in which experimental test subjects are offered real, spendable 
money with no strings attached, yet they regularly turn it down due to the 
social situation created within the context of the game (Sanfey et al., 2003). 
This is not a matter of delayed reinforcement where one sacrifices a small, 
immediate reward in favor of a later, larger award. Instead, the money is 
there for the taking; nothing is required of them, but they routinely say, “no 
thanks.” Why would a test subject, most likely a college student, turn down 
the experimenters’ money? This can happen if the situation is one that trig-
gers disgust or anger that outweighs rational considerations. While humans 
are not as hardwired as other animal species, there are many curious 
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behavioral tendencies that may be triggered by placing humans within cer-
tain situations.

The unconscious has long been a prominent idea used to explain human 
behavior within psychology (Westen, 1999). By unconscious, we mean that 
there are factors that shape our psychological experience and behavior that 
we are not aware of (e.g., subtle emotional reactions, forgotten memories). 
The notion of the unconscious fell into disfavor due to the twentieth-century 
dismissal of the fanciful propositions of Sigmund Freud and other early psy-
chologists. However, the basic idea that our behavior is heavily influenced, 
and sometimes determined, by operations of the brain for which we do not 
have conscious awareness has undergone a modern revival due to the real-
ization of neuroscientists that the overwhelming majority of what the brain 
does occurs at an unconscious level (Eagleman, 2011).

In a forthcoming chapter, there will be discussion of research showing 
that by using brain imaging, the decisions an experimental test subject will 
make can be predicted 7–10 s before the subject is consciously aware of his 
or her decision (Soon et al., 2008). In other words, the experimenter look-
ing at the brain scan knows what the subject is going to do 7–10 s before 
the subject knows what he or she is going to do. Accepting the importance 
of unconscious brain processes, one can better understand human behav-
ior that seems irrational, counterproductive, and even self-destructive (e.g., 
overeating and other self-destructive indulgences). Specifically, our behavior 
is regularly driven by operations of the brain that we are not consciously 
aware of; these brain operations are the product of the unique solutions that 
humans adopted to survive and flourish during the history of our species. 
Through the convergence of brain science and behavior science, the scientific 
understanding of brain operations is advancing and with this understand-
ing, principles and insights arise that may be applied in everyday life to 
appreciate our own behavior, counteract our vulnerabilities, and more effec-
tively engage in social interactions.

So that there is no confusion, the subject of this book is not human evolu-
tion or evolutionary psychology, and human evolution is not a component in 
much of the reasoning presented for understanding the brain and behavior, 
or applying this understanding to everyday activities. Imagine that one is 
asked to explain the automobile and why it has come to take its modern form. 
Some consideration of roadways and how they have influenced and shaped 
certain facets of automobile design would be expected. Similarly, some con-
sideration of human evolution should naturally be expected in discussing the 
operations of the human brain. Furthermore, setting aside the historical con-
text, it should not be forgotten that all operations of the brain occur within the 
context of an individual’s environmental surroundings and human behavior 
involves a continual interplay between a person and his or her environment, 
including other people, occurring at both conscious and unconscious levels.

We believe that a broader awareness and consideration of the brain from 
the perspective of how knowledge, principles, and practices may be applied 
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to improve everyday life is a natural step, even a culmination, of several 
trends. In a thought-provoking 2011 Technology, Entertainment, Design 
(TED) talk, journalist David Brooks (2011) discussed the predominance of 
rationalism in Western thought and its misleading influence on common 
beliefs concerning human behavior. It is generally assumed that people will 
behave in a rational manner and our institutions are organized on the basis 
of this belief. When we contemplate other’s behavior, we assume that they 
will behave logically, given the rules and constraints that society has put in 
place, and we fault them, and often punish them, when their behavior does 
not adhere to the expectations of rationality. Furthermore, we value logi-
cal thought, and encourage and promote those who show an aptitude and 
a propensity for logical modes of thinking. However, humans often behave 
in a manner that may be thought of as irrational (e.g., fearing activities for 
which there is little risk while ignoring the real risks associated with other 
activities, or investing vast amounts of time and effort in activities for which 
there are little or no rewards). Moreover, while rational thought has been at 
the core of many human engineering and technical accomplishments, it has 
not served nearly as well in formulating our institutions. Soviet communism 
offers a sterling example. Its engineers never imagined the magnitude of cor-
ruption that would emerge, and become institutionalized, in a system that 
relied on everyone sacrificing for the greater good of the state.

A growing recognition of the irrational side of human behavior, often 
referred to as “human nature,” has begun to reshape the field of economics 
(Tuckett, 2011). With financial investment, everyone knows that the logical 
strategy is to buy low and sell high. Yet, professional investors regularly dis-
avow this most basic principle. The propensity to follow the crowd and do 
what everyone else is doing is so strong that software has been put in place 
to slow the tide, even put on the brakes, when the crowd has developed too 
much momentum.

David Tuckett (2011), an economist at the University College of London, 
describes the situation in the financial industry, where the information avail-
able to investors is essentially limitless, yet investors can never be certain of 
what will happen. Institutions expect that individual investors will always gen-
erate a positive return through their investment decisions, and a string of losses 
can quickly cause an investor to lose his or her job. The system sustains an 
illusion that individual investors, as well as the market as a whole, behave ratio-
nally. However, investors often merely watch what other investors are doing, 
and then they do the same. Tuckett notes that for the individual investor, “if 
I’m doing what everyone else is doing, I may lose money, but at least I won’t get 
fired.” However, investors will rarely acknowledge the extent to which their 
decisions are being influenced by others, but instead they will assert, and most 
likely believe, stories that explain their behavior in rational terms.

These ideas concerning how the operations of the brain can predispose 
people to seemingly irrational behavior can be seen in current trends within 
marketing. Before launching multimillion-dollar advertisement campaigns, 
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many companies are now turning to organizations that specialize in “neu-
romarketing” to test prospective commercials (Sands Research, 2012). In 
these tests, high-density EEG is used to image the activity in the brain of 
sample viewers as they watch a commercial. The resulting images of the 
viewers’ brains help to identify what facets of a commercial evoke the stron-
gest responses and, particularly, where emotional responses are evoked and 
how strong those emotional responses are. Sands Research Inc. has been a 
pioneer in this area and has made numerous striking illustrations of their 
techniques public through videos posted to their website and to YouTube.

Another related trend is evident in the public’s interest in personal health 
and fitness. While physical fitness garners the bulk of the attention, there is 
increasing discussion of “cognitive health” and a variety of businesses and 
other organizations offer products and services advertised to enhance cog-
nitive performance (SharpBrains, 2012). The range of products spans nutri-
tional supplements to energy drinks to brain-training exercises and games 
to educational products. In this vein, pharmaceuticals, such as Ritalin, are 
being used regularly in colleges and other educational settings to achieve 
on-demand enhancements in cognitive performance (White et al., 2006). 
Interestingly, it was reported that the number of professional baseball play-
ers self-reporting their use of Ritalin and similar pharmaceuticals prescribed 
to treat attention deficit hyperactive disorder (ADHD) has increased signifi-
cantly, in parallel with the nonmedical use of these drugs to boost scholastic 
performance (Schmidt, 2009). In another development, due to the increas-
ing use of biometric monitoring devices during physical exercise (e.g., heart 
rate monitors), a variety of biometric monitoring devices have been intro-
duced for tracking brain activity, with the initial emphasis on measuring and 
improving the quality of sleep. These developments point to an overall trend 
in which large sectors of the population are now asking how they might 
improve their brain function and are turning to various supplements, prod-
ucts, and activities to accomplish this.

Finally, throughout human history—whether harnessing fire, inventing the 
printing press, or developing the Internet—it has been technological innova-
tion that has expanded the bounds of human capability. Yet, as technology, 
and the way of life that has resulted from technology, has grown increas-
ingly complex, our achievable limits are no longer determined by technol-
ogy, but instead by human cognitive and physical capacities, in concert with 
our abilities to cope with the ensuing stresses. There is a broadening appre-
ciation that we have reflexively turned to technology as the solution to our 
problems, but time and time again, often following great expenditures of 
money, time, and other resources, it is realized that there is a human dimen-
sion to our problems that cannot be ignored.

Today, with the Internet, despite massive investments in technologies for 
cybersecurity, the human remains the weakest link and the enabling factor for 
the rampant growth of criminal organizations devoted to cybercrime (Kraemer 
et al., 2009). No historical precedent exists for the economic commitment that 



6 Cognitive Neuroscience of Human Systems

the United States has made to technology as a basis for achieving military 
might, yet progress in the Iraq and Afghan conflicts only came after embrac-
ing a counterinsurgency policy that emphasized the need to form relation-
ships with local authorities and populations (Metz, 2007). The transformations 
in professional and everyday life resulting from the ready availability of inex-
pensive, easy-to-use personal computers are a direct product of innovations, 
specifically the graphical user interface, that have minimized the specialized 
knowledge required to use a computer. Today, consumers expect products to 
be designed so that they are easy to use, and they will complain, abandon, and 
reject products that are hard to learn and use.

Technology has pushed us to our limits and further technological 
advances can only occur through thorough consideration and incorporation 
of the human dimension in the design of products and the management of 
organizations. This reality necessitates greater knowledge of and attention 
to how humans operate so that technologies and technological systems may 
be synergized with the humans that use them and are affected by them. 
Consequently, we believe that an understanding of the brain and how its 
operations shape our capabilities and experiences will become critical to 
effectively designing, implementing, managing, and sustaining technologi-
cal systems. This sentiment is not new. It has been captured in the aspira-
tions of the augmented cognition community and its founder USN Captain 
(ret.) Dylan Schmorrow (Forsythe et al., 2005) and in the thinking of Raja 
Parasuraman, a professor at George Mason University, in advancing neuro-
ergonomics as a field of study and professional practice (Parasuraman and 
Rizzo, 2005).

In the following chapters, a variety of topics from brain science and their 
relevance to everyday activities are discussed. Little attention is focused on 
presenting and sorting out alternative theories. Instead, the chapters focus 
on the science, describing the findings and the scientific studies producing 
these findings. Emphasis is then placed on explaining how these findings 
relate to everyday life and how they might be integrated into one’s profes-
sional endeavors. The ultimate goal is to provide usable knowledge that may 
be readily applied to day-to-day activities to achieve more effective outcomes 
based on a fundamental understanding of how the operations of the human 
brain produce behavior and modulate performance.
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2
A Few Basics

This chapter offers background information that will be useful in considering 
the topics discussed in subsequent chapters. This background information 
consists of essential facts concerning the mechanics of the brain and the 
techniques that are used to measure brain function, as well as perspectives 
for appreciating the relevance of scientific research in cognitive neuroscience 
to everyday situations.

Neurons: A Basic Unit of the Brain

The brain consists of many different cell types, but scientists have primarily 
focused their attention on a type of cell known as a neuron. This is not unrea-
sonable since neurons are unique among all the cells within the body. In 
particular, neurons have a specialized capacity to conduct electrical current, 
but perhaps more importantly, they form complex networks of interconnect-
ing cells that interact with one another in ways that scientists do not fully 
understand.

When a neuron fires, there is an exchange of molecules across the cell 
walls separating the inside and outside of the neuron that produces an 
electrical charge. Beginning near one end of the neuron, this exchange of 
electrically charged molecules travels like a wave transmitting an electrical 
current the length of the neuron. The initial transfer of electrically charged 
molecules across the neuron’s cell walls is a passive process that does not 
require energy. However, after a neuron has fired, the cellular machinery 
that restores the neuron to its previous state so that it is ready to fire again is 
active and requires considerable energy (Byrne and Roberts, 2004).

Within the brain, neurons form extremely complex networks. A given neu-
ron may receive input from thousands of other neurons and send output 
to just as many. However, the connections between neurons are generally 
not physical connections. Instead, there are fluid-filled gaps between one 
neuron and the next. When a neuron fires, specialized molecules known as 
neurotransmitters are released into the gap separating one neuron from the 
next. The neurotransmitter molecules may bind to points on the next neu-
ron known as receptors. When a neurotransmitter binds to the receptors of 
a neuron it may either make that neuron more likely to fire (i.e., excitatory) 
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or make it less likely to fire (i.e., inhibitory). When enough excitatory neu-
rotransmitters have bound to the receptors of a nearby neuron, a threshold 
is surpassed and the neuron fires. As occurred with the previous neuron, 
a wave of electrical energy travels the length of this next neuron, and then, 
when the wave of electrical current reaches the end of the neuron, the neu-
ron releases its neurotransmitters, which may then bind to the receptors of 
subsequent neurons.

In this brief description, I have skimmed over enough details to fill a 
series of books. What is important to know is that the operations of the brain 
involve countless electrochemical events occurring across an immensely 
complex web of interconnecting neurons. This is important because when 
we discuss measurement of the electrical activity of the brain, we should 
remember that the resulting signals represent the combination of countless 
electrochemical events involving thousands, if not millions, of individual 
neurons. Additionally, as will be discussed in a later chapter, the introduc-
tion of electrical or magnetic energy and certain chemical compounds (e.g., 
caffeine and other psychoactive substances) offers mechanisms by which the 
activity of the brain may be manipulated.

Furthermore, it is important to remember that the molecular machinery 
that gives neurons their unique capacity to transmit electrical current con-
sumes energy. Actually, relative to other parts of the body, the brain con-
sumes an enormous amount of energy (Mink et al., 1981). While representing 
only 2% of the total body weight, the brain receives 15% of the blood from 
the heart, and accounts for 20% of the total oxygen consumption and 25% of 
the total glucose consumption (i.e., blood sugar). This is important because 
another primary means of measuring brain activity involves recording the 
energy expenditure of the brain, as occurs with functional magnetic reso-
nance imaging (fMRI). Additionally, whether by altering the availability 
of blood, oxygen, or glucose, the operations of the brain may be manipu-
lated through mechanisms that affect the ability of neurons to burn energy 
(Kennedy and Scholey, 2000; Scholey et al., 1999).

Neurons Live in a Protected Fluid Environment

Neurons and the other cells that make up the brain live within a fluid 
medium (Byrne and Roberts, 2004). The cells of the brain extract substances 
from their fluid surroundings. These substances serve as fuel to drive the 
cellular machinery, and materials for sustaining cell structure and manu-
facturing various molecules essential to neuronal and general cellular func-
tions. Likewise, waste from cellular operations is discharged into this fluid 
medium for elimination. This ongoing fluid exchange between the cells of 
the brain and the surrounding fluid medium is a vital facet of brain function.
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The fluid environment in which the cells of the brain are submersed is 
pervaded by capillaries, which provide the interface between the fluid 
medium of the brain and the circulatory system. However, there is a special 
protective barrier known as the blood–brain barrier that blocks many sub-
stances that would otherwise pass from the circulatory system into the fluid 
environment of the brain (Byrne and Roberts, 2004). Of particular impor-
tance, this barrier prevents bacteria and other infectious agents from gain-
ing access to brain cells. In fact, a major challenge in the development of 
drugs targeting the brain involves engineering molecules so that they can 
penetrate the blood–brain barrier.

Recognition of the fluid properties of the brain is important to under-
standing what happens when we consume various substances with behav-
ioral or psychological effects, also known as psychoactive substances. One of 
the most widely used psychoactive substances is caffeine. When we ingest 
coffee, tea, soft drinks, or other beverages that contain caffeine, the caffeine 
molecules pass from the digestive tract into the circulatory system, which 
then transports them throughout the body, including the capillaries feeding 
the cells of the brain. The caffeine molecules pass through the blood–brain 
barrier and diffuse throughout the fluid medium of the brain. Within the 
brain, the caffeine molecules adhere to and block a specific type of recep-
tor embedded in the walls of many neurons, that is, adenosine receptors 
(Fisone et al., 2004). By blocking these receptors, caffeine prevents the inhib-
itory effects that would otherwise occur through stimulation of these recep-
tors. In other words, caffeine operates not by stimulating the neurons of the 
brain, but instead by blocking normal processes that would inhibit neuro-
nal activity.

Over time, the body breaks down the caffeine molecules and they are 
gradually eliminated. However, this takes time. If one consumes a typical 
dose of caffeine (e.g., the 200 mg that might be found in a cup of coffee) in 
4–6 h, half of those caffeine molecules will be either eliminated or rendered 
inert, that is, no longer effective (Hammami et al., 2010). Then, 4–6 h later, 
half of the remaining caffeine will be eliminated, and so on. It may be said 
that caffeine has a half-life of 4–6 h, assuming a normal capacity to break 
down and eliminate it from the body. As the concentration of caffeine in the 
bloodstream is reduced, so too is its concentration in the fluid medium of the 
brain, with a lessening of its stimulus effects on the brain.

The preceding paragraphs have discussed two key points. First, the fluid 
environment of the brain allows diffusion throughout the brain of substances 
that affect brain functioning, with the magnitude of their effects depending 
on their concentration. While the previous example concerned caffeine, the 
same holds true for nutrients derived from foods, fluids such as water or 
alcohol, substances manufactured by the body (e.g., hormones), gases such as 
oxygen, and substances suspended in gases (e.g., nicotine) that enter the cir-
culatory system through the lungs. Second, assuming the normal breakdown 
and elimination of substances by the body, their concentration diminishes 
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over time, consistent with their half-life, with a corresponding reduction in 
their capacity to affect brain function.

Given that the availability of nutrients and other substances vital for 
brain function depends on the flow of blood to the brain, this presents a 
mechanism for affecting the operations of the brain. There is certainly a 
negative effect when blood flow to the brain is diminished, such as the light-
headedness that follows after standing up too quickly from a reclining posi-
tion. More severely, the brief interruption of blood flow that occurs with a 
stroke can be deadly. But does an increase in blood flow to the brain improve 
brain function? The increased circulation that occurs with light exercise 
has been shown to enhance cognitive function for immediate activities, as 
well as providing longer-range benefits (Cotman and Berchtold, 2002). But 
merely increasing blood flow may not be sufficient. Substances that cause 
dilation (i.e., expansion) of the capillaries increase blood flow, yet it is unclear 
whether such substances produce any benefits to cognitive function (Fisher 
et al., 2006; Jaiswal et al., 1991; Kennedy et al., 2010; Moser et al., 2004).

The fluid exchange that occurs with increased circulation is important. 
Consider oxygen, which in combination with various metabolites is essen-
tial to fueling the operation of brain cells. When blood reaches the brain, it 
has already been infused with oxygen from the lungs. Oxygen molecules 
are extracted and used by the brain cells. This leaves deoxygenated blood, 
which reenters the circulatory system. Thus, by increasing circulation, and 
in the process increasing the turnover of oxygenated and deoxygenated 
blood, brain cells are provided with ideal conditions for their functioning. To 
conclude this discussion, it is important to note that a primary mechanism 
for measuring brain activity involves the measurement of blood flow, and 
particularly the relative differences in oxygenated and deoxygenated blood. 
The measurement of the relative concentration of oxygenated and deoxygen-
ated blood is the basis for two of the most common techniques for measur-
ing brain function (i.e., fMRI and functional near-infrared imaging [fNIR]), 
although sonography techniques have also been used to directly measure 
the velocity of blood flow within the arteries of the brain (Stroobant and 
Vingerhoets, 2000).

The Brain Sustains a Homeostatic Balance

Modest enhancements to brain function may be achieved through steps 
that provide the brain with more fuel, or manipulate the cellular machinery, 
as occurs with caffeine. However, as most of us are well aware, the effects, 
and particularly the positive effects, of caffeine and other substances seem 
to diminish more quickly than their concentration. Often, the sensation that 
one experiences after a cup of coffee or a caffeine-rich energy drink is an 
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immediate period of increased alertness, focus, and energy; an enhanced 
capacity for mental and physical work; and a more positive disposition. Then, 
after an hour or so, these effects have subsided and perhaps, even reversed. 
Yet, the concentration of caffeine in the bloodstream remains high, as is 
apparent from the difficulty one experiences in trying to relax and fall asleep.

With many of the measures taken to affect brain function, over time there 
is a diminished effect and, eventually, there may be a reversal of the effects. 
As with other complex biological systems, the brain seeks to sustain a homeo-
static balance and efforts to alter brain function perturb this balance. Various 
mechanisms, many of which are poorly understood, adjust the operation of 
the cellular machinery of the brain to correct for perturbations and restore a 
homeostatic state. These adjustments involve various feedback mechanisms 
that can be somewhat imprecise and, due to this imprecision, may overshoot 
such that one does not only experience a diminished effect over time, but one 
experiences the opposite of the intended effect. This has been referred to as 
the rebound effect (Julien, 2001). Furthermore, while substances such as caf-
feine may temporarily enhance some cellular processes, other processes that 
are unaffected by caffeine (e.g., the molecular production of substances that 
are vital to brain functions) may not keep up and, eventually, fall behind. 
The net effect is that a temporary acceleration is followed by an extended 
slowdown until the cells of the brain have had a chance to reconstitute. Thus, 
it is important to remember that actions taken to affect the brain, and in par-
ticular those that involve the cellular machinery of the brain, often produce 
an opposite effect.

Yet, it is also important to recognize that the processes described here are 
predictable. Furthermore, at least with caffeine, despite the rebound effect, 
its consumption can help to make us more effective in a range of activities 
if it is consumed in a strategic manner (Lieberman et al., 2002). For example, 
research has shown caffeine-based performance enhancement for endur-
ance exercises (Costill et al., 1978); auditory vigilance and visual reaction 
time (Lieberman et al., 1987); simple and choice reaction time, incidental ver-
bal memory and visuospatial reasoning (Jarvis, 1993); and logical reason-
ing and semantic memory (Smith et al., 1992). However, caffeine does not 
seem to offer a benefit for brief intense exercise (Greer et al., 1998). Many 
frequent consumers of caffeine use it in a manner that is poorly calibrated 
to their actual needs and can often be counterproductive. For many, caffeine 
use begins first thing in the morning with one or more cups of coffee to 
get the brain going and then a few, perhaps several, more cups during the 
day to sustain alertness. Over time, the brain adapts to the constant caffeine 
intake and becomes increasingly tolerant such that larger quantities are 
required to produce the same effect (Evans and Griffiths, 1992). Thus, due to 
these adaptations, for many, caffeine consumption is primarily driven by a 
desire to avoid its withdrawal effects and the associated mental doldrums, 
not realizing the modest enhancements that are achievable when caffeine 
is used in a more strategic manner. This propensity for the brain to adapt 
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in ways that sustain its homeostatic balance is important because it renders 
various approaches that produce short-term benefits ineffective as long-term 
mechanisms for achieving higher levels of cognitive function.

It is worth noting that these same adaptive mechanisms serve to sustain our 
cognitive capacities in conditions that would otherwise produce diminished 
capacities. For instance, moving from low to high altitude, there is a reduction 
in the concentration of oxygen in the blood, which leaves the brain unable to 
maintain normal levels of metabolic function, with accompanying declines in 
cognitive function (Kramer et al., 1993). Given continued exposure to high alti-
tude, adaptations occur within the brain that result in the increased efficiency 
of metabolic functions (Hochachka et al., 1993), with this adaptation being spe-
cific to key regions of the brain (Hochachka et al., 1999). Thus, given a reduction 
in fuel, the brain adapts by increasing the efficiency with which it uses fuel. 
Unlike a piece of machinery or electronic equipment, the brain is a biological 
system that is designed to operate within a given range. Furthermore, being a 
biological system, the brain is both adaptive and self-corrective. Consequently, 
actions taken to affect brain function will invariably produce a homeostatic 
correction. Importantly, while sometimes inconvenient, this should not be 
thought of as a bug, but rather as reflecting the brain’s inherent capacity to 
cope effectively with a broad range of experiences.

A Choke in the Desert Southwest

It was the mid-1990s and the basketball program of a small university in 
the southeastern United States had experienced a series of successful sea-
sons. Twice within the past 4 years, they had gotten within one game of 
making the Final Four of the national championship tournament, mean-
ing that they would have played in the semifinals of the national champi-
onship. These were significant accomplishments for a little-known school 
from an impoverished region. This season, the team had played well, at 
one point being one errant shot from a victory that would have earned 
them the ranking of the top team in the country. They were extremely tal-
ented, with three players who would go on to have professional careers 
in the National Basketball Association. They were not among the elite 
teams in the championship tournament, but given a little luck, they had 
a legitimate chance of winning the national championship.

They had been one of eight teams assigned to the Western Regional 
games of the national championship tournament in Albuquerque, New 
Mexico. Albuquerque is a city in the desert southwest of the United States 
and sits at an elevation of over 5000 ft. Consequently, the air is dry and 
deprived of oxygen. This presents a challenge for many visitors, and hos-
pital emergency rooms regularly admit tourists suffering from dehydra-
tion and altitude sickness. The team had never played in Albuquerque 
and its players and coaches had little experience with high-altitude, des-
ert conditions.
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In the first-round game of the tournament, the team was matched 
against one of the weaker teams from the East Coast of the United States. 
For most analysts, the game was viewed as a warm-up for the tougher 
competition that they would face in forthcoming games. School was in 
session and the coaches were concerned with the players missing classes; 
therefore, they delayed their travel until the night before their opening 
game. They arrived late and everyone went to his or her hotel and slept 
late the next morning, before catching a bus to the arena a couple of hours 
prior to the game.

The first few minutes of the game were unspectacular as both teams 
sought to overcome the uneasiness that comes from playing in an unfa-
miliar arena. However, once their opponent overcame this uneasiness 
and began to execute their game play, the complexion of the game 
quickly became apparent. Instead of running their usual offense, which 
emphasized plays engineered to produce shot opportunities near the 
basket, they took a series of long-range, three-point shots. Ordinarily, 
this would have merely called for a defensive adjustment. However, 
despite their efforts, these adjustments were unsuccessful. The players 
became winded from the lack of oxygen, and this was compounded by 
their inability to adjust from a cognitive perspective. As the opposing 
team ran various plays, they were consistently lagging behind, compre-
hending plays a fraction of a second too late to respond. They were a 
smart team and could sense what their opponent was doing, but not 
quickly enough. Since their offense often benefited from playing aggres-
sive defense, they soon found that they could neither stop their opponent 
nor mount an effective offense of their own. By halftime, their opponent 
had an insurmountable lead and the eventual outcome was lopsided, 
leaving the team to return home early, frustrated and embarrassed by 
their performance.

Two factors accounted for the cognitive deficits experienced by the 
players. Due to their late arrival and sleeping in the next morning, the 
players had not consumed enough liquids and were dehydrated, with 
their dehydration exacerbated by the physical demands of the game. 
Their liquid intake, which would normally have been sufficient, was not 
enough for the dry, desert conditions. Secondly, the players were accus-
tomed to playing at sea level, or near sea level, and they struggled to 
perform given the thin, mountain air. Together, these factors produced 
cognitive deficits that might not have shown in other everyday situations. 
However, in the fast-paced game of basketball where decisions made in 
a few milliseconds determine a team’s success or failure, the cognitive 
deficits were quite apparent. It was perhaps the most disappointing loss 
experienced in the long history of the school’s basketball program and 
led to the dismissal of the coach and most of his staff, followed by several 
lackluster seasons.
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Our Brains Are Continually Being Shaped

I like to say that there are five things that we must feed our brains. Most 
people can easily list the first three: (1) food, including nutrients, vitamins, 
and minerals; (2) fluids, and particularly water; and (3) oxygen. The fourth is 
sleep. We are all familiar with the mental sluggishness that follows a sleep-
less night. Likewise, we are all familiar with the satisfying sensation when 
we later allow ourselves to be overcome by our hunger for sleep. While there 
remains uncertainty regarding the exact benefits of sleep to the brain, the 
deleterious effects of sleep deprivation on brain function show that there 
is a definite need for regular, uninterrupted periods of sleep (Vassalli and 
Dijk, 2009).

Fifth, we must feed our brains with experiences. This is illustrated most 
dramatically with critical periods of development during which certain brain 
functions do not develop if there is insufficient exposure to certain environ-
mental stimulation. Landmark studies with cats showed that when lenses 
were affixed to the eyes of kittens that prevented them from seeing certain 
geometric orientations (e.g., vertically or horizontally oriented features of 
their environments), their visual system was later incapable of seeing these 
orientations (Hubel and Wiesel, 1970). For example, kittens denied exposure 
to vertical features would later run into chair legs, behaving as if their brain 
had failed to process the corresponding visual information. With humans, 
critical periods in language development have been well documented. It is 
much easier to learn a second or third language if one is exposed to that 
language as a child, than if one waits until adolescence or adulthood (Snow 
and Hoefnagel-Hohle, 1978). In fact, research suggests that second and third 
(i.e., nonnative) languages learned during childhood are organized in the 
brain similarly to one’s native language, whereas after the critical period 
for language development has passed, there is a different, somewhat more 
superficial organization of nonnative languages within the brain (Perani and 
Abutalebi, 2005).

While critical periods demonstrate the influence of early experience on the 
organization of certain functions within the brain, one might mistakenly 
assume that once the brain has matured, it is unchanging, and for many 
decades, this was the conventional wisdom within neuroscience. However, 
there has been a growing appreciation that the brain is not static and is mod-
ified by experience (Pascual-Leone et al., 2005). Initial evidence of the brain’s 
malleability came from studies demonstrating its reorganization following 
major injuries (e.g., Merzenich et al., 1984). Within our brains, there is a map 
in which different brain regions correspond to different parts of the body 
(Buonomano and Merzenich, 1998). Physically stimulating parts of the body 
triggers activity in the region of the brain that maps to that body part. It 
was observed in monkeys that following the loss of a finger, there was a 
reorganization of the brain so that the area corresponding to the missing 
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finger began to respond to stimulation of the adjacent fingers (Merzenich 
et al., 1984). These findings, although the product of unusual events, sug-
gested that the mature brain is capable of some degree of reorganization and 
is more malleable than previously thought.

A growing number of research studies have asked whether extended 
practice with a given activity produces measurable changes in the brain. For 
instance, a widely reported study looked at London taxi drivers who are 
renowned for their detailed knowledge of the roadways in and around the 
city (Maguire et al., 2000). There is an area deep within the brain known as 
the hippocampus, with a subsection of this region (i.e., the posterior hippo-
campus) critical to our knowledge of the spatial layout of the world and our 
ability to navigate between places. The researchers found that the posterior 
region of the hippocampus was much larger in the taxi drivers as compared 
with a control group with the more limited experience of most Londoners 
navigating from place to place. Furthermore, the size of the posterior hip-
pocampus was correlated with how long an individual had worked as a 
taxi driver. A subsequent study considered whether the key factor was the 
demands associated with navigation or merely the experience of regularly 
being on the road going from place to place (Maguire et al., 2006). Comparing 
taxi drivers with bus drivers who must follow constrained routes, the 
researchers found that the posterior hippocampus was larger in the taxi 
drivers, with the correlation between years of experience and the volume of 
the posterior hippocampus only present for the taxi drivers.

One might ask if individuals who are naturally endowed with a more 
extensive hippocampus are somehow drawn to the profession of taxi driver 
such that the differences were preexisting and not attributable to the experi-
ence of being a taxi driver. Controlled experimental studies with animals 
that compared the structure and function of the brain before and after certain 
experiences (e.g., learning to use sound cues to navigate a maze) have also 
shown differences in brain organization associated with specific experiences 
(Bao et al., 2004). Furthermore, a number of other studies considering the 
effects of extended practice for activities such as meditation (Tang et al., 2012), 
musical training (Schlaug et al., 2009), and reading Braille (Hamilton and 
Pascual-Leone, 1998) have similarly reported differences in the relative vol-
ume and organization of regions of the brain associated with these activities. 
More recent research has shown measurable changes in the brain attributable 
to comparatively little practice or experience with activities. For instance, in 
a study by researchers at the Mind Research Network in Albuquerque, New 
Mexico, using adolescent girls, relative to a control group, measurable dif-
ferences in the thickness of the outer layers of the brain were found when 
comparing brain imaging measurements taken before and after having had 
3 months of regular experience playing the computer game Tetris (Haier 
et al., 2009). As shown in Figure 2.1, these differences were found for areas 
of the brain that are generally associated with complex, coordinated move-
ments and the integration of input entering the brain from different sensory 
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channels (e.g., sight, sound, and touch). fMRI measurements revealed that 
functional differences were also apparent, as evidenced by differential levels 
of brain activation; however, areas showing functional differences were dis-
tinct from areas for which there were structural differences. Similarly, in a 
study reported by Tang et al. (2012), subjects receiving only 11 h of a specific 
type of meditation training (i.e., integrative body–mind training) showed 
differences in the efficiency and density of the neural connections within 
areas of the brain associated with executive control, compared with a control 
group that had received equivalent training in relaxation techniques.

Generally, the trend within brain science is that as the precision with 
which the brain can be measured increases, we find that briefer exposure to 
experiences produces measurable changes in the organization and function 
of the brain. This is consistent with behavioral research, as well as our own 
personal experiences. Particularly, with learning and memory, brief expo-
sure to events is sufficient to produce memories for seemingly unimportant 
details that persist for surprisingly long durations. For example, if presented 
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FIGURE 2.1 (See color insert)
Areas in red indicate regions in which there is increased cortical thickness following practice 
playing the game Tetris. Areas in green exhibit increased activation and areas in blue exhibit 
decreased activation while playing the game. The top panel represents baseline recordings, the 
middle panel represents recordings at follow-up, and the bottom panel represents the follow-
up recordings minus the baseline recordings. (From Haier, R.J., Karama, S., Leyba, L., and 
Jung, R.E., BMC Research Notes, 2, 174, 2009. With permission.)
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with a random series of words and given no explicit instructions to try and 
remember the words and no subsequent opportunities to study the words, 
an individual can state with remarkable accuracy whether he or she had been 
presented with specific words from the list a week or more later (Rabinowitz 
and Graesser, 1976). This would suggest that, at the least, there must have 
been changes at a functional level within the brain such that some represen-
tation of the experience of seeing the words persisted during the intervening 
period of time. Similarly, a single experience in which we hear a song or eat a 
certain food within a given context is sufficient to forever associate that song 
or food with that context. What cannot be stated with certainty is the nature 
or extent to which the brain changes in response to specific experiences; 
however, experiences, even incidental, seemingly unimportant experiences, 
obviously have the capacity to leave an enduring impression on our brains.

While the basic structure and the fundamental circuits of the brain develop 
early in life and remain intact throughout life, brain science suggests that the 
functional organization and, to a lesser extent, the structural organization of 
the brain are in continual flux. The situation is not unlike that of the body. 
The fundamental structure and function of the body remains intact over the 
course of our lives (e.g., barring injury, we have 2 arms and 10 fingers that 
operate in a certain way). Yet, there is a continuous turnover at the cellular 
level and decisions we make concerning the foods and other substances that 
we consume, the exercise and activities in which we engage, and the condi-
tions to which we expose our bodies continually shape the ultimate physi-
cal and functional makeup of our bodies. Similarly, the functional and, to 
a lesser extent, the structural makeup of our brains are being continuously 
shaped by the actions in which we engage and the sensory experiences to 
which we expose our brains. Thus, it is important to remember that, like a 
piece of clay that can be molded to form various shapes, our brains are mal-
leable and whether through intentional or incidental experiences, our brains 
are continuously being shaped.

Many Functions May Be Localized to 
Specific Regions of the Brain

Modern neuroscience benefits from a growing number of techniques for 
measuring the activity of the brain. This is a relatively recent development, 
particularly brain imaging techniques such as fMRI. For much of the his-
tory of neuroscience, a primary source of knowledge regarding the brain 
was the study of the effects of brain damage (i.e., brain lesions). Whether the 
product of injury, cancerous tumors, or other causes, lesions have provided 
an opportunity to observe the operations of the brain when certain regions 
have ceased to function normally.
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An early key finding was that certain operations of the brain are localized 
to specific regions of the brain. For instance, pioneering research by the 
nineteenth-century physician Paul Broca showed that damage to a region 
on the left side of the brain, toward the front, caused impairments in the 
ability to produce speech (Dronkers et al., 2007). These patients could still 
comprehend speech, but they experienced severe difficulties generating 
speech, whether verbal or written, despite no impairments associated with 
the muscles, tongue, or any other part of the speech apparatus. This finding 
indicated that for most of us, the neural circuits responsible for generating 
speech are localized within this particular region of the brain. Since Broca’s 
observations concerning the localization of speech deficits, an immense 
literature has accumulated documenting the dysfunctions observed with 
damage to different regions of the brain. Today, it is common practice for 
neuropsychologists to administer a series of behavioral tests as a means to 
pinpoint the location of their patient’s injuries. Furthermore, with the prolif-
eration of brain imaging equipment and techniques, study of the localization 
of different functions within the brain now regularly involves nonpatient 
populations with normally functioning brains.

An entire career could be consumed by studying the mapping of different 
operations of the brain to the various regions of the brain, and the variations 
across individuals. The reason that this is important in applying brain sci-
ence to everyday life does not involve knowing how different functions are 
distributed throughout the brain. Instead, localization implies a segregation 
of operations such that the neural circuits within a given region are uniquely 
designed to perform a specific operation. Where such segregation and spe-
cialization of neural circuits occur, it implies a fundamental operation of the 
brain. Imagine that you have just purchased a new cell phone. If you want 
to get the most out of this cell phone, you should read through the owner’s 
manual and become familiar with all its functions. You might even rear-
range the icons for specific functions so that you do not forget that certain 
operations are available to you. In the same way that our ability to make the 
most of electronic or other products (e.g., software products) requires that we 
know their various functions, our ability to get the most out of people and 
their brains in everyday situations hinges on some appreciation of the brain’s 
basic operations.

We need to appreciate what brains do naturally, as opposed to those things 
that are doable but are not natural. For example, there are neural circuits 
within the brain that are specialized for the recognition of faces and it might 
be said that facial recognition is a basic operation of the brain (Nelson, 2001). 
In contrast, brains are capable of learning and recognizing similarly com-
plex patterns of numbers, but this takes significant effort or the use of an 
aid, whether internal (e.g., pneumonic) or external (e.g., cheat sheet). In gen-
eral, when tasks rely on operations that correspond to operations for which 
the brain has specialized neural circuits, these tasks are going to be easier, 
whereas tasks that require operations for which the brain does not have 
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specialized circuits will be harder and may require some type of aid. The 
localization of functions to different regions of the brain and the specializa-
tion of the constituent neural circuits for these operations reveal the basic 
operations of our brain, and are a clue to what is going to be hard and what 
is going to be easy.

Furthermore, by understanding the specialized operations of the brain, 
there is an opportunity to develop designs that are tailored to maximally 
engage the innate capacities of the brain. For example, considerable research 
has focused on a region near the center of the brain that seems to be most 
sensitive to conditions in which one recognizes that one has committed an 
error (Carter et al., 1998). Studies show increased activity across the neural 
circuits in this area (i.e., anterior cingulate cortex) that corresponds to sens-
ing that one has made a mistake. Furthermore, where knowledge of an error 
is based on some type of feedback (e.g., error message), the level of brain 
activation tends to vary with regard to how surprising it is for the individual 
to learn that he or she has made a mistake (Yasuda et al., 2004). Thus, unex-
pected negative feedback produces more activation than feedback that is less 
surprising. This research indicates that a basic operation of the brain is to 
detect when we have committed an error, as well as to differentiate errors 
on the basis of how unexpected or surprising they are. Knowing about this 
basic operation of the brain, one might speculate on how best to deliver feed-
back. Specifically, continuous negative feedback can be ineffective because 
a person eventually becomes sensitized and no longer responds. However, 
carefully timed negative feedback can get a person’s attention in that it is sur-
prising and causes the person to stop and rethink how he or she is approach-
ing a task. This example illustrates how an understanding of the operations 
of the functional circuits of the brain can be applied to achieve more effective 
system and product designs.

Everyday Activities Involve Integrated Functions 
Dispersed throughout the Brain

While there is localization of functions to specific regions of the brain, it is 
important to remember that at any given time, there is extensive activity 
involving many different regions throughout the brain. Images depicting 
the activity of the brain, such as those based on fMRI, may pinpoint spe-
cific regions that are active while performing a laboratory task. However, the 
activity of the brain is not limited to those regions. These images are created 
using statistical techniques that compare the brain activity measured while 
performing a task with the activity seen during a baseline condition, such 
as sitting quietly. The activity depicted in these images reflects variations 
from the baseline condition, or where there is the greatest elevation in brain 
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activity. Thus, what we are really seeing is the differential engagement of 
brain regions, or which regions become somewhat more active than their 
neighboring regions.

Also, one must keep in mind that most images of the brain are the 
product of carefully controlled experiments that are designed so that the 
person is focused on a single distinct task. To see how the brain appears 
during everyday activities, I recommend looking at the videos posted on 
YouTube by Sands Research (2014). This is a company that specializes in 
neuromarketing. Its clients consist of major corporations that are develop-
ing advertising campaigns and want to know how consumers will respond 
to different messages. In several videos, you see a television commercial and 
next to it are images depicting the activity of the brain that are measured 
using high-density electroencephalogram (EEG) as a test subject watched 
the commercial. During some points in the commercial, the activity of the 
brain is somewhat restricted, often centered on the areas specialized for 
visual processes. At other times, the activity spreads rapidly across the 
brain, encompassing almost the entire brain. It is particularly interesting 
to observe the ebb and flow of brain activity that occurs in response to the 
changing events within the commercial. It is apparent that the activity of the 
brain during everyday activities is highly dynamic, with activity emanat-
ing from different areas, extending and receding, enveloping surrounding 
regions, and sometimes being overtaken by waves of activity originating 
from other areas.

Given that there is localization of certain functions, yet the everyday activ-
ity of the brain involves the simultaneous activation and dynamic interplay 
of different brain regions, how might one best think about how the brain 
operates during everyday life? The neurons of the brain are organized into 
complex circuits, with circuits specialized for performing certain operations. 
The operations performed by each neural circuit are somewhat like com-
puter programs. There are many different types of operations. For instance, 
in the visual system, there are circuits specialized for detecting objects ori-
ented at a specific angle or objects of a specific color or objects moving in 
a specific direction. One may think of the brain as a massive collection of 
circuits that are designed to perform many different specialized operations. 
During everyday life, various circuits are active at any given time, with the 
involvement and the combination of circuits differing in response to ongoing 
demands. The product is a highly dynamic, yet well-integrated organization 
of diverse functions.

However, our mental experience generally involves the seamless integra-
tion of different operations. Imagine the experience on a windy day in which 
there is the sensation of a breeze blowing across the skin, and the sight and 
sound of leaves rustling, and these are combined with our ongoing stream 
of thoughts, which may involve reminiscence of other similarly windy days. 
Each facet of this experience involves different operations occurring within 
distinct yet integrated circuits spread throughout the brain. However, it is 



23A Few Basics

all combined to produce a single unified experience. In short, the brain is 
capable of doing a lot of different things, all at the same time, but remarkably, 
it puts it all together to form the coherent, seamless whole that makes up our 
everyday experience of the world.

The Brain Is a Complex System, Yet Is Only One 
Component in a Larger System of Systems

The brain is the master controller for the body. In moving about and 
interacting with the world around us, the body is a slave to the brain much as 
a remote-controlled car is a slave to its controller. It is the brain that enables 
the range of behavior that makes humans interesting as an animal species, 
including the capacity to learn and to adapt behavior in responding to chang-
ing circumstances. For these reasons, I believe that there is a predilection to 
see the brain as distinct from the rest of the body, and somewhat removed 
from our basic biological functions.

Earlier in my career, without ever realizing it, my thinking about the brain 
and behavior very much reflected the perspective that the brain was a master 
controller for the body, sitting on top of the body, issuing commands and 
observing their outcomes. This view changed after I had the opportunity 
to visit Russia and become acquainted with several researchers at Saint 
Petersburg State University. At some point during our discussions, I began 
to recognize that they had a somewhat different set of core beliefs, or model, 
for thinking about the brain and behavior. In particular, their model empha-
sized that the brain was just one of many components that make up the 
body, but most importantly, it worked in concert with other systems of the 
body, interacting with the other systems of the body in varied ways. To some 
extent, their perspective diminished the role of the brain, seeing the brain as 
one of many important parts that is neither independent of the other parts 
nor dominant to the other parts. This perspective differed significantly from 
that predominant in brain science as it was taught in the United States and 
Western Europe, and suggested lines of scientific inquiry that many Western 
scientists might find peculiar.

How does a perspective that emphasizes that the brain is just one system 
in a complex system of systems affect the way that we think about the brain? 
Foremost, attention turns to the interactions between the brain and other 
systems. It suggests that the functioning of the brain is affected by other sys-
tems of the body. There are some obvious examples. For instance, the brain 
requires fuel. This implies an interaction between the brain and the circula-
tory system, with the functioning of the brain modulated in response to the 
ability of the heart and its associated plumbing to supply an ample volume 
of nutrient-enriched, oxygenated blood.
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The nutrients fueling the brain are derived from the foods we ingest, 
suggesting an interaction whereby the functioning of the brain depends 
on the capacity of the digestive system to extract essential substances 
and transfer them to the bloodstream. One might think that the interac-
tions between the brain and the digestive system only involve nutrition. 
However, in a series of studies, researchers at University College Cork and 
McMaster University showed that the bacterial content of the gut could 
alter brain processes (Bravo et al., 2011). They fed mice a diet that had been 
supplemented with a harmless species of bacteria. After 6 weeks, the ani-
mals were subjected to tests in which they were allowed to explore spaces 
that included a narrow elevated walkway and an open area that offered no 
cover from potential predators. Ordinarily, mice are scared of these settings 
and will actively avoid them. Instead, the mice explored the elevated walk-
way and open space, showing comparatively few signs of anxiety or fear. 
Additionally, when placed in water, which produces a severe stress response 
in mice, the animals that had received the bacteria showed lower levels of 
stress hormones. Later, when the researchers cut the vagus nerve, which 
transmits neural signals between the stomach and the brain, the behavior of 
the animals returned to normal. It appeared that the presence of the bacteria 
within the stomach produced activation of the vagus nerve such that there 
was a relaxing effect on the brain. Additionally, when researchers studied 
the brains of the animals treated with the bacteria, they found measurable 
differences in the density of a specific receptor that has a dampening effect 
on brain activity (i.e., GABAergic receptors), when compared with mice that 
had not received the bacteria.

Oxygen also fuels the operations of the brain. The interaction between the 
brain and the respiratory system is familiar. The common advice when some-
one is upset or generally needs to relax, is to take a deep breath. Likewise, 
with many meditation practices, breathing is used as a basis for consciously 
modulating brain activity, and in some cases, inducing altered states of 
consciousness. Some specialized military and law enforcement personnel 
are taught techniques in which specific patterns of breathing are used to 
enhance mental readiness for critical activities (Stetz et al., 2007), with simi-
lar practices incorporated into the I Chin Ching training associated with the 
centuries-old martial art of Shaolin Kung Fu (Shahar, 2008).

The circulatory, digestive, and respiratory systems are only three systems 
within the body that interact with the brain. The interactions between the 
brain and the reproductive system are certainly appreciated (Geher and 
Miller, 2008), and there has been discussion of interactions between the 
brain and the immune system (Ader et al., 1990). The ways in which the 
brain is influenced by other bodily systems are poorly understood, and gen-
erally such interactions are not a popular topic of experimental research. 
Consequently, there are likely many everyday behaviors that unknowingly 
serve to affect the operation of the brain, as well as unrecognized opportuni-
ties for enhancing brain function.
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No Two Brains Work Exactly the Same

We all know that people think differently. We all recognize that individuals 
have varying levels of aptitude for different activities and will often approach 
problems very differently. In fact, we often celebrate these differences, both 
in ourselves as well as in others. However, individual differences have been 
a difficult topic for the brain and behavioral sciences. The primary objective 
within these sciences has been to elucidate basic principles that are common 
to everyone. Within these sciences, individual differences represent noise 
that clouds the detection of commonalities. As previously noted, brain imag-
ing techniques generally rely on averaging data across many different test 
subjects to identify the patterns of activity that are common to almost every-
one. Likewise, the behavioral sciences are built on statistical techniques 
where variability in the data attributable to different individuals is quanti-
fied and subtracted from the calculation. Thus, behavioral science is largely 
the study of the average person and tells us very little about the differences 
between people, much less specific individuals.

In contrast, Michael Miller and colleagues at the University of California 
at Santa Barbara have reported studies that explicitly consider individual 
differences (Miller et al., 2002). These studies used a common experimen-
tal procedure within cognitive psychology where test subjects were given a 
series of unrelated words and were asked to try and remember them. Later, 
a second series of words were presented that consisted of some words that 
appeared in the original list and others that were not presented earlier in the 
study. After each word, the subjects were asked to indicate if they believed 
that the word was “old,” meaning it was in the original list, or “new,” mean-
ing it was not in the original list. When the researchers compared the brain 
images recorded from subjects, they found that there was substantial vari-
ability in the predominant patterns of brain activity (see figure 2 in Miller 
et al., 2002). Different subjects had used different strategies to help them 
remember the words and these different strategies had produced different 
patterns of activity in their brains. For example, subjects may have repeated 
the word in their head, which would have engaged areas associated with 
the vocalization of speech, or they may have constructed a sentence contain-
ing the word, which would have engaged areas involved in language pro-
duction, or they may have visualized the word, which would have engaged 
areas associated with visual processes.

Whether laboratory studies such as that reported by Miller and colleagues 
or the various tasks we encounter during everyday life, different people pos-
sess different aptitudes and experiences, and based on their individual apti-
tudes and experiences, they will employ different strategies to accomplish a 
task. It is important to remember that when we see people going about the 
same task in different ways, this may reflect more than mere preferences. 
Instead, there may be inherent neurologically based differences that cause 
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an individual to gravitate to one strategy and not another. A preference 
implies arbitrariness, or that the person could have just as easily chosen an 
alternative strategy, and malleability such that given the will to do so, one 
could easily shift to a different strategy. Thus, thinking of behavior variabil-
ity in terms of mere preferences instead of inherent predilections, one may 
feel little obligation to accommodate individual differences and the associ-
ated tendency to adopt different strategies in accomplishing one’s objectives.

Where individual differences are the product of inherent variability in the 
organization of the brain, it may not be fair to ask someone to adopt a differ-
ent strategy, or impose a different strategy on the person. A different strat-
egy may come at the cost of additional effort, and the sense that activities do 
not feel natural. Handedness offers a good illustration. Whether one is right 
handed or left handed results from the basic organization of the brain and 
while one can learn to use one’s alternate hand, it comes at a cost and may 
never feel quite right (Hugdahl and Westerhausen, 2010). While handedness 
is a particularly salient manifestation of differential brain organization, it 
represents one dimension along which the brains of different individuals 
may differ with there being numerous other dimensions that are reflected 
in individual biases toward specific strategies for accomplishing common 
tasks.

Our genes provide the basic instructions for creating neural circuits that 
are designed to perform specific operations and a general architecture for 
assembling these circuits into a functional brain. However, there is a lot of 
room for variability in the exact make up of each individual brain, with each 
of us being more or less endowed with each of the specialized operations 
that make up a functional brain. It is much like our physical bodies, where 
genetics offers the instructions for creating different body parts (i.e., hands, 
arms, legs, noses) and the general architecture for assembling these body 
parts to construct a functional human body. However, some have relatively 
longer or shorter arms and legs, or somewhat different shaped noses, and so 
on. It is similar with brains. In the same way that we all have our own indi-
vidual appearance, we each have our own individual brain.

Our Best Measures Do Not Tell Us 
Exactly How the Brain Works

There have been several decades of research in which scientists have used 
various measures to study the workings of the brain. Measures such as fMRI 
have appeared in many publications and most of us have seen images illus-
trating the differential activation of regions of the brain associated with vari-
ous activities. However, when we say that we have measured brain activation, 
what exactly is meant by the term activation? Each of the popular techniques 
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for measuring brain activity operates somewhat differently, providing 
various perspectives on the brain’s functioning. The following sections 
briefly summarize each of these common measurement techniques and how 
they operate.

EEG

This is the oldest and most common technique for measuring brain activity. 
The cost of EEG measurement is low enough that university laboratories can 
easily afford the equipment and simple versions of EEG are now found in 
readily available commercial products. For instance, the Emotiv headset uses 
brain activation as an alternative means for controlling computer games and 
EEG units are now available that allow one to monitor the quality of one’s 
sleep.

With EEG, electrodes are placed on the scalp that are capable of detect-
ing the miniscule (i.e., millivolt scale) electrical currents associated with the 
activity of the neurons of the brain. In actuality, the electrodes detect the 
electrical potential between the area of the scalp immediately underneath 
the electrode and a reference electrode placed at a spot that is electrically 
inert (e.g., the earlobe). With EEG, it is important to remember that the cur-
rents being measured reflect the product of thousands, if not millions of 
neurons. In many respects, looking at maps illustrating the differential acti-
vation of the brain based on EEG measurement is like looking at a satellite 
image of the earth. It depicts the general layout, but does not provide any 
detail. Although, it should be noted that EEG does provide very good detail 
regarding the timing of brain activity, thereby allowing scientists to observe 
events occurring in the millisecond timescale.

fMRI

Perhaps the second most common technique for brain measurement is fMRI. 
Today, most hospitals and many university laboratories have facilities for 
fMRI measurement. This involves large, specialized equipment requiring 
trained staff to operate it, as well as specially designed facilities. Images 
depicting a large dome-like structure that surrounds the upper body of a 
person who is lying on his or her back are generally fMRI systems.

Within the dome-like structure, a large magnet creates an extremely 
powerful magnetic field, and associated sensors are capable of measuring 
minor fluctuations within the magnetic field. As discussed previously, blood 
supplies the cells of the brain with oxygen. When blood cells are carrying 
oxygen, they exhibit different magnetic properties than when oxygen is 
absent. The fMRI senses the proportion of blood carrying oxygen (i.e., oxy-
genated) relative to blood without oxygen (i.e., deoxygenated). Thus, with 
fMRI, brain activity is not measured directly, as with EEG, but indirectly. 
Specifically, since the operation of neurons requires oxygen, it is assumed 
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that there is increased oxygen consumption where neurons are active. In 
contrast, where neurons are relatively quiet, there should be relatively less 
oxygen consumption.

fMRI allows measurement in the scale of millimeters pinpointing detailed 
differences in the activation of brain regions. However, it is a relatively slow 
process by which measurable differences in the proportion of oxygenated 
and deoxygenated blood appear in response to differential activation of brain 
regions. It is generally assumed that the activation observed using fMRI lags 
the actual activity of the brain cells by a few seconds. Consequently, while 
fMRI shows where activity occurs, being at such a gross timescale rela-
tive to the operations of the brain, fMRI says less about the timing of brain 
processes.

fNIR

Whereas fMRI requires large equipment and specialized facilities, fNIR 
operates on the same principle, but without many of the same constraints as 
fMRI. As with fMRI, fNIR infers the activity of the brain cells based on dif-
ferences in the proportion of oxygenated and deoxygenated blood. However, 
fNIR is based on different properties of oxygenated and deoxygenated blood. 
Specifically, when infrared light is directed at blood cells, some of the light is 
absorbed by the blood cells and some is reflected. Oxygenated blood absorbs 
shorter wavelength light (i.e., preferentially in the 660 nm range), while deox-
ygenated blood absorbs longer wavelength light (i.e., preferentially in the 
940 nm range). With fNIR, an infrared light, which readily passes through 
skin and bone, is directed at the scalp, and adjacent sensors detect the pro-
portion of light that is reflected back after having bounced off the blood cells 
within the brain.

fNIR offers practical advantages over fMRI, given that the sensors are 
generally embedded within a small plate that is placed on the scalp, and 
there are no requirements for specialized facilities. However, fNIR does not 
offer nearly as detailed images as fMRI. Furthermore, fNIR measurements 
are limited to activity at the surface of the brain given that infrared light does 
not penetrate to deeper levels. Yet, fNIR does offer a much faster timescale 
than fMRI, on the order of 50 ms as opposed to 1–2 s. Nonetheless, as with 
fMRI, fNIR senses a by-product of brain activity (i.e., relative oxygen con-
sumption), as opposed to directly measuring the activity of the brain.

Positron Emission Tomography (PET)

Unlike the techniques discussed previously that may be employed for either 
research or clinical purposes, PET is used almost exclusively in clinical set-
tings. With PET, a radioactive substance, known as a tracer, is injected into the 
blood. The tracer combines a radioactive isotope with other molecules that nat-
urally bind to specific molecules or features of the brain cells. Consequently, 
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as the tracer diffuses throughout the brain with the circulating blood, it tends 
to concentrate in areas that are rich in the biological processes targeted by the 
tracer. For example, one common tracer closely resembles glucose, a sugar 
that is a primary source of fuel for neurons, and concentrates in active regions 
of the brain where there is disproportionate glucose utilization. The radioac-
tive emissions from the tracer then provide the basis for obtaining an image 
that depicts the differential concentration of the tracer throughout the brain.

Magnetoencephalography (MEG)

As neurons transmit electrical currents, corresponding magnetic fields are 
created around the neurons. MEG uses sensors that are capable of detecting 
these weak magnetic fields as a means of measuring the electrical activity 
of the brain. As with fMRI, a large dome is placed over the head of the test 
subject, and measurements occur in a specialized facility. However, unlike 
fMRI, which measures the proportion of oxygenated and deoxygenated 
blood, MEG directly measures the magnetic fields generated through the 
activity of the neurons.

Each of the techniques described here for measuring the activity of the 
brain has proven useful in advancing our knowledge of how the brain oper-
ates. However, none of these techniques directly measures the activity of the 
brain cells, with the arguable exception of MEG. Instead, each is an indirect 
measure that provides data that scientists then use to try and infer what is 
really happening. I am reminded of the parable of Nastrudin. In this story, 
several people come across an old man on his hands and knees frantically 
searching under a streetlight. When they ask the old man if they can be of 
assistance, he replies that he has lost his house key. The passersby join the old 
man taking to their hands and knees and begin looking for the key. After a 
while, someone asks if the old man can remember where he was when he lost 
his key and the old man answers that he was in his home. “Why, then, are you 
looking here under the streetlight,” asked one of the passersby, and the old 
man replied, “because the light is better here.” Scientists use the measures we 
have because they are the only techniques available to illuminate the work-
ings of the brain, yet everyone knows that we are not directly observing its 
operations, but using the best data we have to infer its operations.
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3
Conscious Awareness

This chapter is the first in a series of chapters devoted to specific topics. We 
begin with a discussion of conscious awareness. This topic is fundamental 
to how we think about the roles of humans within systems. Often implicitly, 
our systems’ designs assume that humans are consciously aware of their 
actions and are operating in a knowing manner, cognizant of what they 
are doing and why they are doing it. We exhibit a bias to assume conscious 
awareness in interpreting the actions of others, and with our own actions, 
as well. It is unsatisfying to think that a person might have no explanation 
for an erroneous action. Likewise, it is hard to accept that the logic on which 
we base our beliefs might often reflect an after-the-fact rationalization. This 
is understandable given that we experience life through the medium of con-
scious awareness and have limited access to those processes and knowledge 
that exist outside our conscious awareness. In filling our roles as designers, 
engineers, analysts, managers, or otherwise, there is value in recognizing 
the extent to which our assumptions regarding conscious awareness shape 
our thinking and often make us vulnerable to certain biases, as well as the 
influence of others.

One of the major trends within brain science over the past decade has been 
a growing recognition of how little we are aware of the operations of our 
brains, and that the overwhelming majority of what happens within our 
heads occurs at the largely inaccessible level we think of as the unconscious 
(Custers and Aarts, 2010; Vedantam, 2010).

Unlike other parts of the body that are richly endowed with sensory recep-
tors, we have no practical mechanisms that allow us to sense and experience 
stimuli arising from the tissues that make up our brains. The surface of the 
body is covered with tactile (i.e., touch) sensors. The muscles and joints pos-
sess sensors that are responsive to their motion and relative position. Pain 
sensors occur throughout the body, providing unpleasant sensations when 
they are exposed to destructive or noxious stimuli. In contrast, our primary 
sense of the brain comes through conscious self-reflection. Yet, this reflection 
tells us little about the operations of the brain. It mostly offers a glimpse of 
our memory as occurs when we visualize things we have seen, or recollect 
something that we have heard or felt, or construct scenes within our heads. 
In general, we lack a direct sense of our brains, with our conscious experi-
ence and self-reflection a product of the operations of our brains, as opposed 
to a direct sensory experience of our brains.
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The distinction between the conscious mind and the unconscious brain is 
important because it is central to the ways that we think about ourselves and 
others. Our conscious minds create the sense that we have control over our 
actions and, to a large extent, our thoughts, and we generally approach the 
world as if this is the case. Likewise, we assume the same with others, and 
assign responsibility to them for their actions and thoughts. When we inter-
act with others, we experience it as an interaction between two conscious 
minds, with each participant in the interaction being responsible for what 
he or she says, thinks, and does. Similarly, when we observe the actions of 
others, we assume that they are consciously aware of what they are doing 
and their actions are intentional and deliberate. These are deeply engrained 
biases that shape our perspective on the world, events, others, and even 
ourselves.

Of the many mysteries housed within our brains, none has been more elu-
sive than conscious awareness. Cognitive neuroscience cannot explain what 
conscious awareness is, how it happens, or what function it serves. However, 
to the extent that conscious awareness can be parameterized and measured, 
cognitive neuroscience can speak to the coincidental brain processes and 
shed light on how to more or less effectively consciously engage humans in 
various activities.

Conscious versus Nonconscious Engagement

We frequently have experiences that reveal the presence of our unconscious 
brains operating alongside and in parallel with our conscious experience of 
the world. In an exercise that I routinely do during classes, I ask students 
to raise their hands and instruct them to consciously not think about any-
thing and when the first thought pops into their heads, to lower their hands. 
Most lower their hands in the first few seconds. Very few are able to make 
it past 20 s and these are generally individuals who practice meditation and 
have some familiarity with trying to clear their minds of the ongoing stream 
of thoughts. This exercise demonstrates that despite a conscious attempt to 
quiet the internal voice emanating from our brains, we can only do so for a 
brief period of time. I like to say that, “the mind influences the brain, but it 
cannot control the brain.”

There are many other situations familiar to all of us that illustrate the 
limits of our conscious mind’s ability to control the unconscious brain (see 
Table 3.1). For instance, we may attempt to focus our thoughts and attend to 
our surroundings or the tasks in which we are engaged, yet without warn-
ing, often without even realizing it, our mind wanders and we begin to think 
about something else. This is particularly true when something is bother-
ing us or we are worried about something and despite our efforts to ignore 
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it or let it go, we cannot suppress the intrusive thoughts, which repeatedly 
emerge. Here, we know what we want to do, or actually, what we want our 
brain to do, but our brain seems oblivious to these intents and does exactly 
what we do not want it to do. Not only that, some time may pass before we 
realize that we have slipped and have become consumed with the thoughts 
we had sought to suppress.

When engaged in a task that requires some degree of concentration (e.g., 
reading) or sustained attention (e.g., driving), we may tell ourselves to ignore 
the surrounding distractions. However, certain sensory events capture our 
attention. For instance, while sitting on a train trying to focus on the book 
or paper that we are reading, it can be effortful, if not impossible, to ignore 
an intriguing conversation nearby. When drowsy, we may try to stay awake, 
but under the right conditions, despite our best intentions, we still fall asleep. 
Maybe it is a sign of an aging brain or just absentmindedness, but it is a 
personal struggle for me to leave the house without forgetting something. I 
tell myself to not forget and may even place items by the door so that I will 
see them as I am walking out, but to my undoing, I become distracted and 
forget. Similarly, when I need to do something that is outside my ordinary 
routine, such as making a stop on the way to work, I am as likely to become 
distracted and forget as I am to remember. The conscious mind has goals 
and intentions, and we like to think of ourselves and others as purposeful, 
goal-directed beings. But not only are our brains prone to distraction, the 
conscious mind may not realize that the brain has gotten off track until it 
is too late to recover and we are left to undo what the unconscious brain 
has done.

Slips of the tongue are particularly interesting. In our conscious mind, we 
know what we want to say. But, the words that we hear coming out are not the 
words we had intended to say. Usually, it is explainable in that the slip corre-
sponds to something that we had recently been thinking. Prior to any action, 
whether speech or otherwise, the brain makes preparations to carry out the act. 
These preparations have been likened to a software program that contains the 

TABLE 3.1

The Mind May Influence Many Facets of Our Psychological Experience, But 
Does Not Exercise Control over the Brain and Its Operations, Which Frequently 
Intrude on Our Psychological Experience

Mind Influences But Does Not Control Brain

Focus thoughts But cannot suppress intrusive, obsessive thoughts
Focus senses But can be distracted
Force ourselves to stay awake But still doze off under the right circumstances
Try and remember But become preoccupied and forget
Know what to do/say But do not do it/say something else
Tell ourselves to ignore and forget But are still bothered
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instructions necessary to elicit the appropriate muscle activity (Adams, 1971). 
With slips of the tongue, it is believed that the brain simultaneously prepares 
multiple programs, yet executes the wrong program (Moller et al., 2007). This 
was illustrated in a study by Moller et al. (2007), in which subjects were induced 
to commit a certain type of slip of the tongue known as a spoonerism. With 
spoonerisms, one swaps words within a sentence from one position to another. 
For example, instead of saying, “Go and take a shower,” one might say, “Go 
and shake a tower.” In trials in which a subject committed a spoonerism, there 
was increased activity in the supplementary motor area of the brain. This brain 
region is believed to serve as a buffer that holds prepared motor programs until 
it is time for their execution. It was suggested that the increased supplementary 
motor area activity prior to committing a spoonerism reflected the activation 
and competition between multiple motor programs.

The anticipatory preparation of motor programs represents a mechanism to 
increase the efficiency of brain function. This is evidenced by faster reaction 
times when a subject is able to anticipate and prepare for a forthcoming motor 
action (Kerr, 1976). The preparation often occurs at an unconscious level and 
is a product of environmental cues that prime the brain, generally enabling 
it to be more responsive. Within an engineering context, at an unconscious 
level, designs that present ambiguous or competing cues prompt the brain 
to simultaneously prepare multiple programs for carrying out alternative 
actions. This ambiguity heightens the level of demand imposed on the brain 
as it must suppress the inappropriate action while carrying out the appropri-
ate action. The competition between actions may occur entirely outside con-
scious awareness, yet the effects may be felt at a conscious level through the 
heightened level of effort that is required to complete a task.

With slips of the tongue, a certain helplessness arises when we witness 
our brain and body operating in a manner that is contrary to our intentions. 
Nothing makes the division between the conscious mind and the uncon-
scious brain clearer than these experiences. Our brain has the capacity to 
operate autonomously and often seems to assert this autonomy. At the same 
time, our conscious mind seeks to curtail that autonomy and direct our brain. 
However, no matter how much we try, we eventually slip and the brain does 
what it wants to do.

Vulnerabilities That Arise due to the Limits 
of Our Conscious Awareness

It is important to understand the distinction between the conscious mind 
and the unconscious brain because during our everyday experiences, we 
are constantly receiving messages, whether through our interactions with 
other people; the materials we read or watch; or our experiences with objects, 
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devices, and even physical spaces. Some messages are directed to our con-
scious mind and some are directed to our unconscious brain. A certain 
image may be used in an advertisement because it is likely to elicit an emo-
tional response. A certain policy or procedure may be put in place because 
it forces people to slow down and think about what they are doing. A device 
may be constructed so that it creates a certain feel when we hold it in our 
hands or it produces a certain sound when activated. Whether done know-
ingly or unwittingly, messages are generally tailored in such a way that they 
influence and engage either our conscious mind or our unconscious brain.

Likewise, as we interact with others, we are doing the same. We may not 
always know that we are doing it, or mean to be doing it, but the words we 
use, the courses of action that we select, and the ways in which we structure 
and manipulate the world around us influence others. Sometimes we seek 
to engage the conscious minds of others, and other times we seek to engage 
their unconscious brains. When suspicious of attempts by others to influ-
ence us, it is pertinent to ask, “Are you talking to my mind or my brain?” 
Similarly, when we seek to influence the thoughts and behaviors of other 
people, it is pertinent to ask, “Do I want to speak to their conscious mind 
or their unconscious brain?” The following sections describe several factors 
that determine whether a message will have a greater effect on the conscious 
mind or the unconscious brain (see Table 3.2).

Sense of Urgency

The mechanisms that engage the conscious mind are very different from 
the mechanisms that influence the unconscious brain. For instance, the 

TABLE 3.2

Common Mechanisms Used To Engage the Mind and Other Mechanisms That 
Operate by Engaging the Unconscious Brain

How To Engage the Mind How To Engage the Brain

Insist on taking time to think (i.e., sleep 
on it)

Imposed urgency, no time to wait, limited 
opportunity

Appeal to facts, statistics, data Appeal to emotions, sentimentality, 
stereotypes, fear

Minimize distractions, provide solitude, 
allow isolation

Present distractions, competing demands

Single distinct message Simultaneous, perhaps nuanced or 
subliminal messages

Emphasize personal relevance, address 
individual considerations

Create sense that there is a fad, trend, 
groundswell, everyone else is doing it, 
everyone else agrees

Provide structure or logic for making 
decision

Go with your gut, hunches, rely on instinct
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unconscious brain can be impulsive and act without considering the 
potential consequences. In contrast, the conscious mind can appreciate 
delayed gratification and after weighing the consequences of alternative 
actions, keep us on track to achieve our long-term goals. If we want to 
engage the unconscious brain, we create a sense of urgency and insist 
that a decision must be made immediately. We regularly experience this 
when we see advertisements or interact with salespeople who emphasize 
limited-time offers, where if we do not do it now, we may never have the 
chance again. In contrast, the conscious mind is able to envision a future 
where by waiting, we get more, have a better overall experience, or avoid 
negative consequences.

Placed in a situation where we are encouraged to take some action, par-
ticularly when it is an attractive option, the corresponding action is primed 
within our brains. Whether or not you actually commit the act, at an uncon-
scious level, the brain prepares to do so. Effective salespeople may not only 
suggest that you buy their product, but they will present a pitch that causes 
you to imagine yourself going through the actions of making the purchase. 
At an unconscious level, this process of imagining yourself taking the 
desired actions primes those actions within the brain. This priming may be 
observed as increased activation in two brain regions (Forstmann et al., 2008). 
One is the supplementary motor area discussed previously in relation to the 
formation of motor programs. The second is the striatum, which functions 
to map patterns of cues in the environment to specific actions (Wan et al., 
2011). Normally, there is some threshold of activation that must be exceeded 
before an action will be taken. Consequently, as we go through the world 
constantly being primed to take various actions, we are able to resist these 
temptations (e.g., passing a row of vendors with various foods on our way 
to the restaurant where we plan to have lunch). While tempted (i.e., primed 
at an unconscious level), activation does not exceed the threshold for us to 
take action. The capacity to resist temptation and withhold a response is a 
product of inhibitory mechanisms within the brain that serve to suppress 
competing actions, preventing the corresponding activation from surpass-
ing the threshold that would produce action, allowing us to stay on track as 
we carry out our intended action.

The effect of time pressure has been demonstrated in experimental 
settings in which subjects must decide how long to delay a decision. For 
instance, subjects may be asked to identify an image as details of the image 
are slowly revealed. A more accurate decision will be made if the sub-
ject waits until more details have been provided. Similarly, if subjects are 
asked to trace a complex figure, their drawing will be more precise if they 
take longer to do it. In these settings, subjects may be cued to emphasize 
either speed or accuracy. As shown in Figure 3.1, when subjects are cued 
to emphasize speed, there is increased activation of the supplementary 
motor area and striate, indicating a reduction in the inhibitory processes 
that would normally operate on these regions (Forstmann et al., 2008). 
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In  contrast, when subjects are cued to emphasize accuracy, there is less 
activation within these same brain regions suggesting greater involvement 
of the inhibitory mechanisms associated with increased monitoring and 
control of ongoing actions.

Whereas the unconscious brain is prone to impulsive action, our conscious 
mind often supplies an inhibitory influence, keeping the impulses of the 
unconscious brain in check as we focus on our goals. Time pressure and 
the resulting sense of urgency can have the effect of not allowing the time 
necessary for the conscious mind to exert its normal inhibitory influence, 
causing us to act impulsively. Thus, to engage the conscious mind, you want 
to insist that there is time to think and that there is no need to make an 
immediate decision. Although, it should be noted that it is not always certain 
whether you are better off relying on your conscious mind or unconscious 
brain. Often, opportunities are limited and in these situations, the delibera-
tions of the conscious mind can be counterproductive and lead to stagna-
tion, missed opportunities, and responses that occur too late to achieve the 
optimal outcome.

LBA caution parameter
(speed–average [acc. neu])

Pre-SMA (4, 5, 45)

Anterior striatum (16, 7, 5)

(a)

(b)

(c)

–1 –0.8 –0.6 –0.4

r  =  –.52
p  =  .01

r  =  –.70
p  =  .00

–0.2

LBA caution parameter
(speed–average [acc. neu])

–1 –0.8 –0.6 –0.4 –0.2 0

0
0

0.1

% 
sig

na
l c

ha
ng

e s
tr

ia
tu

m
% 

sig
na

l c
ha

ng
e p

re
-S

M
A

0.1

0.2

0.3

0

0.1

0.1

0.2

0.3

FIGURE 3.1 (See color insert)
(a–c) Trials in which subjects were cued to try and produce a speeded response resulted in 
elevated levels of activity in the striatum and the presupplementary motor areas. LBA, linear 
ballistic accumulator. (From Forstmann, B.U., Dutilh, G., Brown, S., Neumann, J., von Cramon, 
D.Y., Ridderinkhof, K.R., and Wagenmakers, E.J., Proceedings of the National Academy of Science, 
105, 17538–17542, 2008. With permission.)
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Appeals to Logic

Within Western cultures, where tremendous value has been assigned to logi-
cal thought, the conscious mind is predisposed to favor deliberative analytic 
approaches to interpreting events and making decisions (Nisbett et al., 2001). 
It is engrained into those of us in the West that when posed with a problem, 
we resort to a detailed analysis and apply logic to reach a solution. This is 
what we have been taught that we ought to do. These mental operations are 
the hallmark of the conscious mind and it has been hypothesized that the 
capacity for logical thought is one of the factors that promoted the evolu-
tion of conscious awareness within humans (Baumeister and Masicampo, 
2010). Consequently, when seeking to engage the conscious brain, one should 
emphasize appeals to logic that are rooted in facts, statistics, and data.

In contrast, the unconscious brain is not predisposed to favor rational 
thought and is susceptible to appeals based on emotion, sentimentality, 
stereotypes, and fear. Within Western cultures, these are influences that 
are looked down on and are treated as weaknesses because they interfere 
with logical thought. However, emotion allows the brain to almost instan-
taneously interpret situations and recognize what type of behavior would 
be appropriate (LeDoux, 1996). When someone knocks on your door in the 
middle of the night or you walk into a room and are overwhelmed by a dis-
gusting smell, emotions allow you to quickly narrow down your choice of 
responses and take action with little or no thought.

Stereotypes can be unfair, harmful, and offensive, but there is a reason 
why the brain is prone to stereotypes. Events can be overwhelming, flood-
ing the brain with more data than it can process. It can become impos-
sible for the brain to individually assess every detail. The brain copes by 
categorizing so that once something or someone is assigned to a category, 
everything you know about that category can be attributed to that object 
or individual (Stevens et al., 2007). Obviously, it becomes problematic when 
attributes are erroneously associated with a category (e.g., a certain type of 
person is assumed to always be lazy or dishonest), or categories are applied 
too broadly allowing people or things to be falsely lumped together (e.g., all 
vegetables taste bad or all documentaries are boring). However, without this 
propensity for categorization, the brain would be incapable of coping with 
the complex world in which we live.

There are many things that brains just do. You may not intend to do it. You 
do not think about it. Your brain just does it. Categorization is one of them. 
But there is a reason the brain does these things. Otherwise, it would be 
incapable of handling the complexities of human existence. Furthermore, the 
brain is usually right. Yet, the brain sometimes gets it wrong. This makes us 
vulnerable, whether it is to our tendency to overgeneralize or to the attempts 
by others to influence us by appealing to false generalities (i.e., stereotypes), 
particularly those associated with strong emotions (e.g., racial prejudices), 
whether it is done intentionally or, as sometimes occurs, unknowingly.
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Distraction versus Solitude

To deliberate and carefully analyze situations, the conscious mind needs 
an environment that is free from distractions. The conscious mind is best 
engaged when offered the opportunity to operate in solitude. When we want 
to collect our thoughts, we find a quiet room or go for a walk. In contrast, if 
we want to engage the unconscious brain of another person, we present vari-
ous distractions. We make it hard to sustain a continuous train of thought. 
We introduce competing demands so that there is more than one thing to do. 
We pose some level of threat so that they must contend with the distractions 
that arise from internal worries and anxieties.

The brain is sensitive to changes in the environment and an involuntary 
response is generated when it is exposed to either a novel stimulus or an unex-
pected change in an ongoing stimulus. For example, using the simple task of 
discriminating even from odd numbers, it was found that reaction times were 
slower on trials in which an expected background tone (i.e., one that occurred 
for 80% of trials) was substituted with a natural sound (Alho et al., 1998). Longer 
reaction times were accompanied by a pronounced neural response in the time 
frame of 200–300 ms following the unexpected stimulus. Interestingly, in the 
same study, on some trials (i.e., 10%), the investigators substituted the standard 
tone with a similar tone, but of a slightly different frequency. This deviant tone 
did not generate a novelty response and did not slow reaction times, but it did 
produce a reduction in accuracy for the odd–even number discrimination. The 
response of the brain to the deviant tone could be seen as a spike in activity 
at approximately 150 ms following the stimulus. Based on these results, it was 
concluded that the brain possesses two somewhat distinct mechanisms that 
involuntarily respond to unexpected stimuli within the environment. One 
responds to novel stimuli while the other responds to changes to an ongoing 
stimulus. The involuntary response resulting from either of these mechanisms 
draws on our limited resources and makes it more difficult for the brain to 
exert the effort required to consciously focus one’s thoughts and attention.

The environment and the associated experiences that we create will influ-
ence the extent to which we engage the conscious mind or the unconscious 
brain of ourselves and others. For instance, there may be situations when 
for good reason, we do not want to engage the conscious mind. We may 
want to take a break from whatever weighty matters have dominated our 
thoughts and allow the brain to take us where it will. I have personally found 
that nothing accomplishes this goal better than to immerse myself in a busy, 
noisy, crowded situation. There is a strange but satisfying sensation that 
comes from walking the streets of a busy city or the multisensory experi-
ence of a carnival midway. In these environments, every type of sensory 
stimulation comes at you from every direction; there are people all around 
and everywhere you look, there is something different for you to experience. 
The unconscious brain thrives in this type of environment and it can be a 
welcome break after a period of prolonged concentration.
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Simultaneous Messages

If you want to engage the conscious mind, perhaps you want to convince 
someone that a certain position, activity, or set of priorities is in their best 
interest, it is important to present a single, clear, and distinct message. You 
do not want to confuse them and have them thinking about one thing, then 
another and not seeing how the different ideas fit together. If their conscious 
mind cannot latch onto your ideas and, most importantly, begin to operate 
on them, whether linking to other ideas, appraising the pros and cons, restat-
ing your ideas in their own words, and so on, one of two things is likely to 
happen. Their brains will react to some superficial, unintended facet of what 
you have said and your message will be misinterpreted, or their brains will 
drift and they will never hear your message. It is important to never over-
estimate the capacity of others to consciously attend to what you are trying 
to communicate to them. They may have the best of intentions and want to 
give you serious consideration, but if your message is obscure or scattered so 
that they themselves have to put the pieces together, this may demand more 
conscious effort than they are willing or able to exert on your behalf.

Our brains are constantly the target of messages. Whereas the conscious 
mind operates best with a single, distinct message, the unconscious brain can 
process several simultaneous messages, including the subtle and nuanced 
implications embedded in these messages. The brain effortlessly processes 
and reacts to this content, but often, you are not consciously aware of it. For 
instance, most popular web pages contain advertisements and our general 
sense is that we effectively ignore them. However, it has been shown that after 
being exposed to web ads, despite being unable to recall having seen specific 
ads, subjects reported being more favorably disposed toward the products 
(Yoo, 2008). Additionally, when asked to generate the names of products, 
subjects were more likely to list the brands that had appeared in the web ads. 
Both intentionally and unintentionally, others are influencing us through 
messages affecting our brains, without our realizing it. This might involve 
attempts to directly prompt a response (e.g., steer you toward an impulsive 
purchase), as well as efforts to induce you to bypass the thoughtful consid-
erations of the conscious mind (e.g., appeals to sentimentality or prejudices).

Two common approaches are used to subvert the conscious mind and engage 
the unconscious brain. The first involves bombarding you with multiple simulta-
neous messages, which takes advantage of the conscious mind’s inability to pro-
cess more than one message at a time and the brain’s capacity to simultaneously 
process multiple messages. This occurs when a magician diverts our attention 
in one direction so that we do not notice other activities that are key to the illu-
sion. It occurs where numerous sensory cues are used to create certain experi-
ences, such as at amusement parks, fun houses, and theme-oriented restaurants. 
It also occurs at a protest, rally, or similar event where signs, slogans, and other 
messages converge to amplify one another, evoking stronger sentiments in the 
crowd than exist in all but a few of the more extreme participants.
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A second common approach to affect the unconscious brain, while bypass-
ing the conscious mind, embeds triggers within messages that will provoke 
a response from the unconscious brain, whether through subtle sugges-
tions, hidden associations, or subliminal content. With racial prejudice, it 
has been shown that following extremely brief exposure (30 ms) to images 
of faces, within the amygdale, which is a brain region that is sensitive to 
stimuli that arouse emotions, there is heightened activity when the face is 
a member of a racial out-group (e.g., White Americans viewing images of 
African Americans), as compared with faces of individuals from a racial 
in-group (Cunningham et al., 2004). In crafting a television commercial or 
a print advertisement, actors and models are selected because their appear-
ance conveys the desired message or because targeted groups will relate to 
them. Specific words will be used in a slogan or other frequently repeated 
messages not only because they convey the primary idea, but also because 
of their association with other ideas, which may include ideas that it would 
be unacceptable to openly express (e.g., subliminal appeals to racial preju-
dice). With either approach, the outcome is the same. Your thoughts, ideas, 
and behavior may be affected without you being consciously aware of the 
influence others have had on you.

The unconscious brain can be easily influenced; however, many of us 
might not be alive today if it were not for the capacity of the brain to pro-
cess simultaneous messages without our conscious awareness. When driv-
ing and another vehicle unexpectedly pulls out in front of you, there is no 
time for the conscious mind to process this situation and decide how to react. 
Instead, the brain instantly responds, and we slam on the brakes. Afterward, 
the mind has to catch up, and we become consciously aware of what we have 
done. While extreme, this example illustrates how beneficial it can be that 
our brain is constantly taking in sensory input and responding to it, without 
our being consciously aware of it.

Personal Relevance

To engage the conscious mind, you must first get its attention. Imagine you 
are in a busy place where there are many people talking at the same time, 
such as a party or a crowded restaurant. If someone says your name loud 
enough for you to hear, it immediately captures your attention. It is amazing 
that one word (i.e., your name) embedded within one of perhaps a dozen 
conversations will prompt an immediate, involuntary response. As your 
brain processes the many signals coming from various sources, the brain 
is particularly sensitive to those that have personal relevance, with there 
being few signals that have more personal relevance than your name. As 
illustrated in Figure 3.2, when we hear our name spoken, a combination of 
brain regions exhibit heightened activation with these being areas associ-
ated with speech processing (superior temporal gyrus), one’s sense of self or 
self-consciousness (precuneus), and the monitoring and control of actions 
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(medial prefrontal cortex) (Perrin et al., 2005). The broader implication is that 
messages that have personal relevance will be more likely to capture your 
attention and, consequently, will have preferential access to your conscious 
awareness.

To engage the conscious mind, messages should be made personally rel-
evant. While gratuitous acknowledgments can be awkward, there is no more 
direct way to get someone’s attention than to mention his or her name, ideas, 
accomplishments, or similar personal associations. In fact, merely creating an 
expectation that there will be a personal reference is often enough to ensure 
that you will have the person’s attention. The same effect may be achieved by 
mentioning places, institutions, people, beliefs, or other references that have 
personal relevance. In general, to elicit the thoughtful consideration that is 
the hallmark of the conscious mind, an individual needs to sense that a mes-
sage is personally relevant to him or her, with appeals that are based on per-
sonal gains or losses being particularly effective in capturing one’s attention.

Two separate cortical networks have been described that mediate the 
response of the brain to stimuli based on their personal relevance (Schmitz 
and Johnson, 2007). The first network (the ventral-medial prefrontal cortex-
subcortical network) anticipates stimuli that are personally relevant and 

(a)

(b)

(c)

FIGURE 3.2 (See color insert)
When subjects heard their own name, the corresponding electrophysiological response 
was correlated with increased activation of the right medial prefrontal cortex (a), right 
superior temporal sulcus (b), and left precuneus (c). (From Perrin, F., Maquet, P., Peigneux, 
P., Ruby, P.,  Degueldre, C., Balteau, E., Del Fiore, G., Moonen, G., Luxen, A., and Laureys, 
S., Neuropsychologia, 43, 12–19, 2005. With permission.)
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orients attention toward these stimuli. Thus, at an unconscious level, the 
brain senses situations that have the potential to be personally relevant and 
focuses attention on those situations. The second network (the dorsal-medial 
prefrontal cortex-subcortical network) engages introspective processes, 
which may involve self-reflection, evaluation, or recollection. Presented 
with personally relevant stimuli, this network operates at a conscious level, 
evoking thoughts that establish and elaborate the personal connection to 
ourselves. Generally, these networks operate in parallel, with the former cap-
turing our attention and the latter establishing the personal relevance.

Appeal to the Herd

To engage the unconscious brain, you do not want to provoke conscious delib-
eration, but instead, take advantage of the fact that at an unconscious level, 
the brain is constantly sensing and being influenced by the world around us. 
Whether we know it or not, we sense what the people around us are saying 
and doing, with there being a tendency to mirror what we see in our own 
actions and what we hear in our own thoughts (Chartrand and Bargh, 1999). 
This tendency to mirror others has been linked to the brain’s “mirror neu-
rons” (Iacoboni, 2009). These neurons and their corresponding circuits are 
particularly active during situations when an individual is watching another 
person perform an action and especially when the objective is to imitate that 
action (Rizzolatti et al., 2002).

At an unconscious level, our brains register the actions of others and 
exhibit a propensity to imitate those actions. Historically, charismatic leaders 
have sought to influence the populace through expressions of attitude and 
beliefs, and calls to action during mass gatherings. Today, the prevalence 
of various media creates countless mechanisms by which we are similarly 
being influenced, with the brain willing to transfer the positive affect we 
associate with celebrities and other popular individuals or groups to various 
products, activities, and causes (Stallen et al., 2010). The unconscious brain 
is susceptible to activities that have the effect of creating a sense that there 
is a trend or a fad, or that everyone is doing, saying, or thinking the same 
thing. Appeals to the herd can have an inexplicably powerful effect and as 
chronicled by Charles MacKay (1841) in his classic book Extraordinary Popular 
Delusions and the Madness of Crowds, in retrospect, these attitudes, beliefs, and 
behaviors may seem irrational, and perhaps even silly. Yet, during most of 
our endeavors, our propensity for mimicry is highly adaptive, allowing us to 
effortlessly acquire knowledge that is beneficial in coping with the complexi-
ties of everyday life. Actually, the herd is usually right. For example, online 
recommendations based on the popularity of songs, movies, and so on are 
usually fairly good. Fortunately, our brains seem to appreciate the wisdom 
of the crowd. However, it should not be forgotten that sometimes the herd is 
gullible, and may be steered in directions that are irrational, or perhaps even 
harmful.
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How Do the Pros Do It?

In discussing the distinction between the conscious mind and the unconscious 
brain, I like to show one or two well-made television advertisements and 
invite the class to debate whether the intent is to engage the conscious mind 
or the unconscious brain. One of my favorites is a public service announce-
ment developed for the Canadian Broadcasting Corporation featuring the 
“house hippo.” By searching YouTube for “house hippo,” you should be able 
to easily find it. The commercial begins with the narrator’s voice speaking in a 
deep, serious tone that is typical of a documentary as the camera pans a dark-
ened kitchen with an observant cat sitting on the floor. Then, there is the faint 
outline of an animal scurrying mouse-like across the floor. However, when 
the image becomes discernable, it is a miniature hippopotamus. It stands in 
a grazing posture with a pet’s water bowl in the immediate background as 
the narrator provides a descriptive account wherein the house hippo lives in 
homes surviving off scraps of food. Subsequent images have the house hippo 
showing its teeth and backing away from the house cat that towers over it, 
swimming in a pet’s water bowl, and building a nest of threads and lint.

Before the conclusion, which reveals the intended message, I pause the 
video and ask for opinions as to whether the objective had been to engage 
the conscious mind or the unconscious brain. There is usually a range of 
responses. Some will say “mind,” and emphasize that the fact that it could 
not be real makes you rationally contemplate the message. Others cite the 
cuteness of the miniature hippopotamus as an appeal to the same feelings 
that are invoked by baby animals and contend that the intent is to engage the 
unconscious brain.

Either answer is correct. There are facets of this commercial that target the 
conscious mind and others that target the unconscious brain. In delivering 
a message, it is not always necessary to select either the conscious mind or 
the unconscious brain as your target, but a thoughtfully crafted communica-
tion may target both. For instance, I believe that the house hippo commercial 
begins by using surprise (i.e., the animal scurrying across the floor unex-
pectedly turns out to be a hippopotamus, instead of a mouse) and the cute-
ness of the miniature hippopotamus to engage the unconscious brain and 
get the viewer’s attention. Afterward, the improbable nature of the subject 
engages the conscious mind and causes the viewer to think. The commercial 
ends with a second narrator saying, “That looked really real, but you knew 
it couldn’t be true, didn’t you. That’s why it’s good to think about what you 
are watching on TV and ask questions, kinda like you just did.” Then, we 
learn that the message is a product of the Concerned Children’s Advertisers. 
This is only one of many strategies that combine mechanisms to engage the 
conscious mind with other mechanisms to engage the unconscious brain. To 
be effective in our interactions with others, it is important to consider how 
to best communicate our message, whether by targeting the conscious mind, 
the unconscious brain, or both, and craft our messages accordingly.
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Reinventing the Television Commercial

In 1984, Apple Computer took an enormous chance in airing an 
advertisement during the National Football League’s Superbowl game 
that was unlike any of the other commercials that would air that day. 
Until this time, most television advertisements had been rather direct, 
with little ambiguity regarding their product or their message. Apple 
Computer broke with this tradition by hiring a famed science-fiction 
movie director and airing a commercial that left many wondering exactly 
what their intent had been.

The commercial began with the mechanism of an oversized clock, fol-
lowed by uniformed men marching in lockstep. The scenes were entirely 
in blue-tinted shades of gray. In the background, a speaker bombastically 
proclaimed idealist slogans. The scene next opened onto a large audito-
rium where the speaker was projected onto a large screen and rows of men 
sat transfixed listening to the proclamations. As the commercial switched 
between perspectives on the assembly, the scene cut to a lone woman run-
ning with a sledgehammer in her hands. She had blonde hair and wore red 
running shorts. As the speaker reached a crescendo and armed security 
forces marched into the room to intercede, the woman stopped running 
and, spinning with the sledgehammer in hand, she released the sledge-
hammer, destroying the screen. An explosion ensued as the speaker fell 
silent and the faces of the crowd responded in wonderment. An announcer 
was then heard stating that, “On January 24th, Apple Computer will intro-
duce Macintosh. And you will see why 1984 won’t be like 1984.”

Whereas most television commercials can be easily ignored, it is dif-
ficult to experience this commercial without being affected. The effect 
occurs at both the level of the conscious mind and the unconscious brain. 
The images are Stalinesque. They conjure a sense of blind devotion of the 
masses. For those a generation removed from World War II and the atroc-
ities perpetrated by the Nazi regime, and living through the Cold War 
and the oppression of Soviet communism, these are powerful images. 
There is a somber fatalism that harkens to some of the worst fears known 
to many at the time. The woman connotes a ray of hope symbolized by 
her interruption of the grayness that subsumes everything else. All these 
facets of the commercial serve to trigger emotional responses, perhaps 
felt more strongly at an unconscious level than at a conscious level.

At the same time that the commercial appeals to the unconscious 
brain, it is engaging the conscious mind. This first occurs with its ambi-
guity. One is challenged to try and interpret what is being communi-
cated. Then, it introduces the reference to 1984 and makes a connection 
to Apple Computer. The viewers must first recall what they know and 
understand concerning the novel 1984 by George Orwell. For most, it 
has been many years since they read it and they must consciously recall 
its story and messages. Then, they must link this understanding to the 



48 Cognitive Neuroscience of Human Systems

concluding comments, “1984 will not be like 1984” and the reference to 
Apple Computer. This requires some interpretation, especially given that 
the personal computer market was in its nascent stages. Most see the 
message as a call to revolt and to resist the status quo, which was repre-
sented by IBM at the time. Apple Computer and their Macintosh brand 
may be likened to the lone woman confronting overwhelming numbers 
to strike at tyranny for the sake of personal freedom.

At the time, the Apple Computer commercial was considered to be revo-
lutionary. It did not merely operate at two levels (i.e., conscious mind and 
unconscious brain), but it did so powerfully. In doing so, it created an image 
that many in the emerging personal computer market would personally 
relate to and aspire to. Furthermore, it linked this image to a brand so that 
those seeking such an image might associate it with the brand. In subse-
quent years, Apple would continue to embrace this theme, with the “Think 
Different” campaign being a somewhat more subdued expression. It is per-
haps through this ingenious marketing that Apple Computer managed to 
set the stage within the personal computing market and survive despite 
overwhelming odds to become one of the most successful companies ever.

Timing of Brain Processes and Conscious Awareness

In 2008, John Dylan Haynes and colleagues at the Max Plank Institute reported 
a study in which they asked whether the conscious mind can actually keep 
up with the unconscious brain and, in essence, whether our actions are truly 
the product of conscious intentions (Soon et al., 2008). We all have the sense 
that our intentions to do one thing or another arise from our conscious mind, 
and assume the same for others, holding ourselves and others responsible for 
the resulting actions. We say that someone was consciously aware of a deci-
sion and knowingly acted with the intention to produce a certain outcome.

In the study by Haynes and colleagues, subjects were given two buttons 
to press and were asked to press one or the other button every so often (see 
Figure 3.3). Thus, it was the subjects’ decision when to press a button and 
which button they would press. Additionally, during this time, a series of 
numbers were presented and the subjects were asked to report which number 
appeared at the time that they made the decision to press the button. During 
this time, the subjects’ brain activity was recorded using functional mag-
netic resonance imaging (fMRI). Using statistical techniques, the researchers 
identified distinguishable patterns of brain activity that corresponded to the 
subjects either pressing one button or the other. Thus, having identified the 
patterns of brain activity associated with pressing each button, the experi-
menters could accurately predict which button the subjects had decided to 
press based entirely on the activity of the subjects’ brains.
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The subjects reported the number that was displayed at the time that they 
were first aware of having made the decision to act. If the decision to press 
one of the buttons had been the product of a conscious choice by the mind, 
then the brain activity associated with choosing the selected button should 
have appeared at about the same time as the number that the subject reported 
being present when he or she made the decision to act. Instead, the brain 
activity preceded the reported number by approximately 7 s. This suggests 
that the brain had begun preparations to act 7 s before the mind became 
consciously aware of it. Actually, if you factor in the delay that is inherent in 
fMRI recordings of brain activity, there was almost a 10 s delay between the 
point in time when the brain began its preparations and the point that the 
subject was consciously aware of the brain’s intentions.

We have all had experiences equivalent to the one created by the experi-
mental procedure that Haynes and colleagues employed. When slipping on 
ice, the brain instinctively responds by extending the hands to catch our-
selves before we hit the ground. Afterward, there is a moment of confusion 
and disorientation as the conscious mind catches up, and then we real-
ize what has just happened. Similarly, when we automatically slam on the 
brakes of our car to avoid an accident, it is only after a moment of thought 
that we put the pieces together to make sense of what has just happened. 
Another related example occurs with slips of the tongue where we intend to 
say one thing, but catch ourselves saying something different. These exam-
ples illustrate the momentary delay between when the brain reacts to a situ-
ation and the mind becomes consciously aware of it. However, each of these 
examples also involves a situation that either demands immediate action 
or is somewhat spontaneous in nature (e.g., the give and take of everyday 
speech). Most of our actions play out over a longer period of time, allowing 
ample opportunity for the conscious mind to recognize what the brain is 
doing and, if necessary, intervene before the action actually takes place. In 
fact, in the report by Haynes and colleagues, they emphasize that while there 
may be a delay between the decision to act and conscious awareness of this 
decision, one is generally quite capable of interrupting before acting on an 
ill-advised decision.

It is important to realize that this capability of the unconscious brain to 
get ahead of the conscious mind makes us vulnerable. In this regard, there 
are at least two ways that we can be tricked into doing things that we know 
we should not do. Most of us are familiar with the situation where we are 
driving along a familiar route and, for some reason, we need to deviate from 
our typical course. Perhaps it is the route that we take to work each morning, 
but it is the weekend and we are going somewhere else. As we drive along, 
we become distracted and suddenly realize that we turned at the same place 
where we would have turned if we were going to work, thereby taking us off 
our intended route. In this case, there was a well-learned behavior that hap-
pened to be inappropriate for the situation. Given that the conscious mind was 
distracted, the brain ignored the current intentions and went in the familiar 
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direction. In general, whenever people are asked to deviate from well-learned 
routines, the conscious mind must watch to make sure that the brain does not 
act out of habit. Unfortunately, our minds can be easily distracted.

Another way to take advantage of the brain getting ahead of the conscious 
mind involves situations that create a false sense of urgency or prompt a 
reflexive reaction. Internet scammers frequently employ this mechanism. 
One popular scam is a pop-up window that appears on the screen saying that 
a scan of your computer has revealed critical vulnerabilities and offering a 
link to a report that tells you more. The goal is to trick the computer user into 
clicking the link, which may take him or her to some type of advertisement 
or even download malicious software. Some have even elevated the warning 
to say that the scan has detected that someone else is on your computer. In 
either case, the scammer seeks to appeal to fear, which causes the computer 
user to reflexively respond before having actually thought through the situa-
tion or the potential consequences of his or her actions. Many find it surpris-
ing how often computer users will do things that cause their machines to 
become infected and spread viruses and other malicious software programs 
to other computers. However, the scammers and hackers are merely taking 
advantage of the vulnerabilities that we all share, which emanate from the 
distinction between our unconscious brain, which sees and reacts, and our 
conscious mind, which contemplates the consequences of our actions, and 
the respective time frames in which the unconscious brain and conscious 
mind operate.

Default Network: Mind Wandering

Whereas one key distinction is that between conscious and unconscious 
brain processes, a second key distinction exists between whether our con-
scious awareness is directed internally or externally. Whether daydreaming, 
fantasizing, or replaying a story or an event, the mind is prone to wander. 
This is true for all of us, with some exhibiting an even greater propensity for 
mind wandering, the effects of which are revealed in lower levels of perfor-
mance in both laboratory studies and everyday life activities (McVay et al., 
2009). Neural imaging studies have identified a network of brain regions that 
tend to be active during periods in which conscious awareness is focused 
inward (see figure 2 in Mason et al., 2007). This network has been referred to 
as the “default network” based on a belief that it represents a state of activa-
tion that the brain naturally gravitates toward when not attending to exter-
nal events. Mind wandering occurs effortlessly and often individuals do 
not realize that their mind has wandered until long after they have ceased 
attending to surrounding activities. In fact, activity in the default network is 
most pronounced during episodes of mind wandering in which individuals 
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do not realize that they have allowed their mind to wander (Christoff et al., 
2009). Certain conditions and different individuals may be more or less sus-
ceptible to mind wandering, and often there is little if any indication that an 
individual is not paying attention.

More often than not, there is an implicit assumption within systems design 
that operators, users, and other human components of the system are con-
sciously aware of their surroundings. This is in contrast to an alternative 
perspective, and perhaps a safer assumption, that at any given point in time, 
individuals are inattentive and have no conscious awareness of messages 
presented to them, activities occurring around them, or impending events 
that may affect them. Within the context of everyday human interactions, 
there are various mechanisms that allow us to gauge the attentiveness of oth-
ers and to intervene to ensure that untoward lapses in conscious awareness 
are avoided. We state that something is important, we ask for verification 
that we have been heard, and we are attentive to behavior that is unexpected. 
Few technological systems behave similarly, while often relying on people to 
be attentive for their successful, and sometimes safe, operation. Furthermore, 
certain circumstances have the effect of making people more susceptible to 
mind wandering than they might otherwise be. The following sections sum-
marize some common situations that make mind wandering more likely.

Verbal Rehearsal

Verbal rehearsal, as well as other modes of mental rehearsal, represents a 
form of mind wandering in that there is little conscious awareness of external 
events as the mind constructs the right thing to say or imagines an upcom-
ing performance. In general, where situations prompt preparatory activities, 
one will be prone to mind wandering. A common example occurs during 
meetings in which everyone is asked to introduce themselves. Anyone who 
has been in this situation knows that it is often difficult to attend to those 
who go before you as you imagine what you are going to say.

Threats to Self-Esteem

When one is presented with threats to one’s self-esteem, there is a tendency 
to ruminate. Links have been demonstrated between conditions such as clin-
ical depression and obsessive–compulsive disorder that involve debilitating 
rumination and heightened activation of the default network (Berman et al., 
2011; Gentili et al., 2009). Whereas personal criticism may serve to get some-
one’s attention, it can often have the opposite effect. This is particularly true 
when the recipient of a critical appraisal does not agree with the appraisal 
(Heradstveit and Bonham, 1996; Roseman et al., 1990). Any critical appraisal 
can cause an individual or group to become disengaged. Yet, an erroneous 
negative appraisal provokes negative emotions that provide a particularly 
strong catalyst for extended, inwardly focused ruminations.
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Physical Discomfort

It is difficult to sustain attention when one is physically uncomfortable. 
Unpleasant bodily sensations compete for one’s conscious awareness. This is 
evident from studies showing that when experiencing discomfort (e.g., visual 
discomfort), subjects respond significantly more slowly in measures of sus-
tained attention (Conlon and Humphreys, 2001). It can be quite demanding 
to try and ignore the sensation of physical discomfort with these demands 
draining the resources available to attend and respond to external events. 
Thinking about being hot or cold, how much one hurts, or how bad one feels 
involves a certain level of conscious disengagement.

Boredom

Perhaps the condition we most commonly think of as being conducive 
to mind wandering is boredom. Boredom may be thought of as a state of 
underload during which the brain is inadequately engaged and it becomes 
exceedingly difficult to sustain attention to external stimuli. I like to say, “the 
brain wants to be entertained and if not entertained, it will entertain itself.” 
Boredom is most likely to arise when there is a lack of change or novelty, and 
events, activities, and interactions become repetitious. The brain is unusu-
ally sensitive to predictable patterns. Given the complexities of life, this is 
highly adaptive because limited resources need to be devoted to situations 
where we know what is going to happen. Consequently, if we know what is 
going to happen, there is no need to be attentive, and when situations are 
predictable, there is an opportunity to disengage and turn our conscious 
awareness inward.

Interestingly, it has been noted that doodling may offer a mechanism to 
effectively confront boredom and allow the brain to remain engaged in exter-
nal activities. Andrade (2010) reported a study in which subjects were asked 
to listen to monotonous telephone conversations for the names of people 
coming to a party. The subjects were assigned to either a group that was pro-
vided with paper and pen and asked to doodle as they performed the task, 
or a group that was not allowed to doodle. It was found that the subjects who 
doodled performed significantly better at monitoring the conversations for 
names and afterward, they remembered more of the names than the group 
that was not allowed to doodle. This suggests that providing an activity that 
allows the mind to stay engaged in an externally focused activity may lessen 
the tendency to become absorbed in internal thoughts, enabling more atten-
tion to remain focused on external events.

Often, some degree of mental exertion is required to sustain attention to 
external events, particularly when events are repetitive and have become 
boring. The level of default network activity covaries with the level of task 
engagement. When an individual is engaged in an external task, the transi-
tions between the default network and its counterpart, a network of brain 
regions that are active when an individual is attending to and responsive to 
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external stimuli, are relatively distinct. In contrast, when an individual is less 
engaged, the transitions in and out of the default network become somewhat 
indistinct, with there being greater variability in task performance (Kelly 
et al., 2008). In a recent study, subjects were shown commercially produced 
films with it assumed that their appraisal of the films would be correlated 
with their tendency to mind wander. Thus, subjects who were not interested 
in the films and grew bored were expected to exhibit more mind wander-
ing. fMRI recordings provided an indication of the level of activity in the 
default network. The subjects who showed more transitions in and out of 
the default network, indicating a greater propensity for mind wandering, 
gave more negative appraisals of the films than the subjects who exhibited 
fewer transitions. Furthermore, an analysis of the activity within the brain 
regions making up the default network showed less covariance in the sub-
jects who exhibited more mind wandering and also gave the films poorer 
ratings. These subjects not only mind wandered more, but their default net-
work was more fully engaged. This suggests deeper levels of disengagement. 
Furthermore, as their minds wandered, there was greater covariance in the 
activity of the default network suggesting greater activation of this network 
(Grubb et al., 2012).

In general, mind wandering corresponds to a state of reduced brain 
activity. This has been demonstrated by asking subjects to perform a sim-
ple, repetitive task for an extended period of time (Smallwood et al., 2008). 
Specifically, subjects were presented with a series of X’s, which served as 
the nontargets, and their task was to respond when they were presented 
with a target, which consisted of a number. About 10% of the stimuli were 
targets. The subjects quickly began to mind wander, which was evident in 
their frequent failures to respond to targets and their responses to nontar-
gets. Additionally, the subjects were asked to report on their own mind wan-
dering, providing researchers with both performance data and self-reported 
mind wandering as bases for identifying periods of time in which the sub-
jects had become disengaged from the task. In electroencephalogram (EEG) 
recordings, there was a pattern of response (i.e., a visual evoked potential) 
that corresponded to stimulus presentation. During periods in which the 
subjects exhibited evidence of mind wandering, there was a lower-amplitude 
EEG response, indicating a relatively reduced baseline level of brain activity.

Inattentional Blindness

Have you ever had the experience where you are looking for something that 
is right in front of you, but you do not see it until someone points it out to 
you? Following a collision, motorists often comment that they had looked, 
but never saw the other vehicle. Designers generally believe that if there is 



55Conscious Awareness

a highly salient signal, it is safe to assume that it will capture people’s atten-
tion. However, just because the brain is receiving and processing sensory 
information, with there being activation of brain regions in response to the 
sensory stimulation, you cannot assume conscious awareness of the sensory 
information (Logothetis and Schall, 1989; Leopold and Logothetis, 1996).

The phenomenon known as “inattentional blindness” provides a particu-
larly poignant demonstration that salient sensory stimulation may not be 
perceived at a conscious level, despite being readily available to the sensory 
system. Demonstrations of inattentional blindness generally involve a com-
plex visual scene with subjects instructed to focus their attention on a spe-
cific facet of the visual scene. For instance, one demonstration presents two 
groups of people in different-colored outfits with each group passing a ball 
back and forth at the same time (Simons and Chabris, 1999). The observer is 
instructed to count the number of times that one of the two groups passes 
the ball. It is a busy scene and one must pay close attention to keep track of 
the designated group. As the scene unfolds, a highly salient event will occur. 
For example, a person dressed in a gorilla costume will walk from one to 
the other side of the scene, stopping in the middle to dance or perform other 
moves. On first witnessing this demonstration, most observers do not report 
seeing the gorilla. Then, having had it pointed out to them that a person in a 
gorilla suit passed through the scene, they are astounded that they had not 
noticed something so obvious.

Attention seems to be the critical factor in determining the response of the 
brain to sensory stimuli, with stimuli that are the focus of attention triggering 
the expected brain response. In contrast, when equally salient stimuli are not 
the focus of attention, critical higher-level brain processes do not respond, as 
if the stimuli had never occurred. Rees et al. (1999) demonstrated this effect 
in a study in which subjects were shown letter strings superimposed onto 
images. The subjects were instructed to attend to either the letter strings or 
the images. When attention was focused on the letter strings and they con-
tained meaningful words, as compared with random consonants, there was 
activation of brain areas that are generally active during language process-
ing. In contrast, the same stimuli produced essentially no activation of these 
brain areas in conditions in which the subjects were instructed to attend to 
the visual scene, ignoring the superimposed letters. It should be noted that 
unattended sensory information triggers activation of initial low-level sen-
sory processes, indicating that the brain senses the stimuli, yet it is in the time 
period 200 ms or more after the stimulus when higher-level brain processes 
would normally be active that there is no response (Sergent et al., 2005).

Inattentional blindness occurs when the sensory systems of the brain are 
presented with competing demands. In these situations, the brain copes by 
not merely favoring one task over the other, but by actively suppressing acti-
vation associated with the competing task (Todd et al., 2005). The effect may 
be the product of demands to either focus on ongoing sensory events or to 
hold recent sensory experiences in short-term working memory. For example, 
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either asking an individual to monitor a complex stream of sensory informa-
tion or asking them to remember one or more complex sensory experiences 
is sufficient to consume the available resources, forcing the brain to cope by 
ignoring other ongoing demands. Brain activity elicited by the competing 
sensory experiences is transmitted through the lower-level sensory circuits 
(e.g., areas within the visual or occipital cortex responsible for distinguishing 
shapes, colors, and other physical attributes of a stimulus), but it is suppressed 
as it reaches the higher-level brain processes that provide the basis for our 
conscious awareness of the sensory events. While the most pronounced dem-
onstrations of inattentional blindness involve a single sensory modality, it 
can also occur in situations involving multiple sensory modalities (Sinnett 
et al., 2006). For example, by focusing attention on visual information, an indi-
vidual may fail to perceive auditory information, or vice versa. Yet, it should 
be noted that the same brain mechanisms that make us susceptible to inatten-
tional blindness also allow us to listen to a single conversation while standing 
in a crowded room where several people are talking at the same time.

These facets of brain function have important ramifications for systems 
design. In particular, where there is a reliance on the human to sense and 
respond to environmental stimuli, it must be recognized that there is a lim-
ited capacity to simultaneously monitor multiple streams of sensory input, 
particularly when one of those streams is both demanding and the focus of 
attention. Furthermore, in high-demand situations, the brain’s mechanisms 
for coping operate automatically and at an unconscious level. Consequently, 
an individual may have no conscious awareness of actively ignoring poten-
tially significant facets of the overall sensory experience. It cannot be 
assumed that the individual has made a conscious decision to ignore some 
sensory input in favor of others. Instead, the brain operates outside the indi-
vidual’s conscious awareness to actively suppress competing sensory experi-
ences as a means to enable the individual to cope with the demands of the 
task on which his or her attention is focused.

Implicit Operations of the Brain

Previous sections have emphasized that the majority of what the brain does 
occurs at an unconscious level. The following sections summarize several 
ways in which the unconscious operations of the brain are manifested within 
our daily activities.

Implicit Memory

One of the most basic distinctions made regarding human memory con-
cerns that between recall and recognition. Within naturalistic settings, an 
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individual may be able to recall very little of what he or she has experienced. 
For example, taken on a tour through an unfamiliar city or building, imme-
diately afterward, and even days or weeks later, people will only recall the 
most salient and meaningful sights. However, if shown a series of photo-
graphs and asked if they had or had not seen various objects or features, 
people will respond with accuracy far above chance, despite being unable 
to recall the same objects or features. During the tour, an individual may 
have paid little attention to many of the sights, yet the visual images were 
processed at an unconscious level and memories were formed that, while 
they could not later be consciously recalled, were sufficient to produce a 
sense of familiarity. It should be noted that this effect does not contradict the 
previous discussion of inattentional blindness where there is no subsequent 
awareness of certain sensory experiences. Inattentional blindness occurs 
when attention is focused on one stream of sensory experience and the asso-
ciated demands cause the brain to suppress input from competing streams 
of sensory experience. The phenomena being addressed here occurs when 
attention is focused on a given stream of sensory experience, yet some infor-
mation is processed at a conscious level, while the rest may be momentarily 
processed at a conscious level, but is primarily processed at an unconscious 
level.

The mechanism whereby we are capable of recognizing items from our 
past experience that we are unable to intentionally recall has been referred 
to as implicit memory and serves as the underpinnings for otherwise unac-
countable feelings of familiarity with certain objects, people, and places, as 
well as sensory experiences such as sounds, smells, and so on. Within the 
brain, parallel processes are activated by sensory experiences, with one pro-
viding the basis for explicit memory and the other providing the basis for 
implicit memory. The distinction is apparent in cases where brain damage 
has left explicit memory intact with there being little or no accompanying 
implicit memory, or has left implicit memory intact with there being little or 
no accompanying explicit memory (Gabrieli et al., 1995). Three patterns of 
brain activity occur when test subjects are shown a series of stimuli, and are 
later shown a second series of stimuli and are asked to indicate which items 
from the second series appeared in the first series (i.e., old) and which did not 
(i.e., new) (Rugg et al., 1998). One pattern appears with words correctly classi-
fied as having not appeared in the first list (i.e., new), a second for words that 
appeared in the first list and are correctly recognized, and a third for words 
that appeared in the first list, but are not correctly recognized (i.e., false nega-
tives). This latter pattern of neural activity where the brain seems to recog-
nize the word at an unconscious level, yet the subject does not consciously 
recognize the word, has been linked to the common experience of “familiar-
ity.” This is the experience where we see something that seems personally 
relevant, yet we do not immediately realize what connection may exist.

In the design of information displays, it is worth asking whether the objec-
tive is for information to be later recalled or merely recognized. A comparison 
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of the brain regions that are most active during recall and recognition reveals 
a greater engagement of executive functions during recall (Cabeza et al., 
1997). In contrast, there is a greater engagement of the brain regions associ-
ated with perceptual processes during recognition. Consequently, where the 
objective is for information to later be recalled (e.g., a code that must be read 
and later entered, or an instruction that is given at one time and must be exe-
cuted at a later time), there is the need to present information in a way that 
will engage executive functions and facilitate those executive functions when 
the time comes to recall the information. For instance, this occurs when we 
prepare a hint or use some form of pneumonic device to help us later recall a 
password, procedure, or other information. In other cases, the objective may 
be for information to later be recognized (e.g., recognizing the path through 
a building or a menu system) or the objective may be for there to merely be a 
sense of familiarity (e.g., designers may want a new product design to evoke 
the positive sensations associated with a popular predecessor). In these situ-
ations, one might want to use perceptual features that will help bolster a 
sense of familiarity. This could occur through a variety of mechanisms such 
as the formatting of information, the background against which the informa-
tion is presented, the context in which the information is presented, or the 
shape and feel of a product.

Behaviorally, implicit memory is often manifested through priming. 
Priming occurs when incidental exposure to a stimulus (e.g., a word) acti-
vates associated memories within the brain, yet this activation is slight and 
there may be no conscious awareness that the brain is responding to the 
stimuli (Schacter and Buckner, 1998). Experimentally, the effect of priming 
may be demonstrated through studies in which subjects who are exposed to 
words for durations that are so brief there is no opportunity to consciously 
process the word and its related meaning, react faster when later presented 
with semantically similar probes (Schacter, 1992). For example, if primed 
for an extremely brief exposure to the word “fire,” and later presented with 
a series of words and asked to indicate which words describe a common 
injury, subjects will respond faster to “burn” than words not related to fire 
(e.g., sprain, burp). With implicit memory, there may be no conscious aware-
ness of the stimuli that are the source of the memory. Yet, there is activation 
of the brain processes associated with the stimuli and this activation pre-
pares the individual to respond more readily or more robustly to the stimuli, 
or associated stimuli, at a later time.

In the design of systems, priming offers a mechanism to better prepare 
individuals to respond to upcoming events (Crundall and Underwood, 2001; 
Navarro et al., 2007). This may occur through overt mechanisms such as 
instructions or videos that prepare an individual for an upcoming activity. 
For example, in many airports, prior to entering the security screening area, 
passengers are shown videos that depict the screening procedures. These 
videos serve as an overt prime reminding passengers of the rules and pro-
cedures and readying them to carry out these procedures more efficiently 
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once they have reached the screening area. Priming may also be used in 
ways that are much more subtle. For example, with assembly operations, the 
parts and tools that will be needed may be laid out in the order that they 
will be used. Seeing the parts and tools associated with the upcoming steps 
serves to prime memories for those steps, allowing the operator to be better 
prepared on reaching those steps in the operation. Whether done overtly or 
through more subtle mechanisms, priming may be effectively used to elicit 
activation in neural circuits associated with knowledge or activities that will 
be required at a later point in time, allowing the individual to respond more 
quickly and effectively when the time arrives.

Implicit Learning

I like to say that “learning is one of the things that brains just do.” Learning is 
a by-product of brain function and occurs whether or not there is a conscious 
intent to learn. As designers, we are constantly engineering experiences and 
when people encounter these experiences, learning will occur. This can be 
beneficial in many circumstances. However, one must be attentive to what 
might be learned and, specifically, what unintentional learning might occur.

Often, training involves the use of simulators that emulate the experiences 
of actual operational systems. Yet, for the sake of expediency, trainees may 
be allowed to skip procedural steps that are essential with the operational 
system, but are unnecessary with the simulation-based trainer. Similarly, 
trainees may be required to perform a modified procedure to accommodate 
the peculiarities of the simulation-based trainer or the training protocol. In 
either case, trainees are acquiring patterns of behavior, as well as develop-
ing expectations regarding the behavior of the system and how the system 
will respond as the trainees take various actions. This illustration highlights 
a rather obvious example. Incidental, unintended, or implicit, learning cer-
tainly may occur with salient tasks or facets of the environment. However, 
implicit learning may also occur for more subtle experiences, with much 
of what shapes implicit learning occurring outside conscious awareness. 
Consequently, one is often unaware of what the brain is learning. As design-
ers, we must attend to the subtle patterns, sequences, and associations that 
are embedded within the experiences created by our products and, specifi-
cally, opportunities for potentially counterproductive implicit learning.

In engineering systems, there is an imposition of order where order might 
not have otherwise existed. Thus, within any engineered system, there is an 
inherent orderliness from which certain rules of operation may be extrapo-
lated. Many years ago, I was part of a research team that undertook the job 
of developing a capability to use the data generated while operating an auto-
mobile (e.g., steering wheel rotation and lateral acceleration) to make real-
time inferences concerning the ongoing driving context (e.g., approaching 
an intersection and executing a lane change). Initially, I had some concern 
that driving was such an open-ended task that we would have little success 
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applying  the machine learning techniques that had worked well within 
laboratory settings for relatively constrained activities. However, I was pleas-
antly surprised when our algorithms did quite well in predicting a wide range 
of driving contexts (Dixon et al., 2005). In retrospect, I later realized that I had 
underestimated the extent to which driving is a highly constrained activity. 
The structure of the roadways imposes many constraints that limit the realm 
of possibilities. Furthermore, the rules of the road and the behavior of other 
drivers impose further constraints. Finally, the automobile itself offers even 
more constraints. There is an implicit orderliness and corresponding rules 
associated with driving that through our experiences we have all learned. 
Yet, like me, unless we are given a reason to consciously think about these 
rules, they rarely enter our awareness, although they are constantly shaping 
our behavior and experiences. Implicit learning refers to the process whereby 
our brains unconsciously recognize patterns and infer the relevant rules that 
emanate from those patterns during our day-to-day experiences.

Experimentally, implicit learning has been examined in studies that pres-
ent subjects with a series of meaningless stimuli that may or may not follow 
a consistent pattern. For example, subjects may be presented with the letters 
“A,” “B,” “C,” and “D,” with a different finger assigned to each letter and the 
instructions to press a key with the corresponding finger whenever a letter 
is presented (Eimer et al., 1996). When the letters are presented randomly, the 
reaction time associated with each letter is approximately the same. However, 
when the letters are presented in a sequence (e.g., A,C,D,B,A,C,D,B,…), reac-
tion times decrease over a series of trials, although often subjects cannot 
accurately report the sequence. The fact that the reaction times decrease 
implies that the subjects have learned the sequence, although implicitly, 
at an unconscious level. When an individual prepares to execute a motor 
response, there is increased activation of the brain regions on the side of 
the brain opposite the limb that will execute the response (i.e., lateralized 
motor potential). With implicit learning of sequences, this increased activa-
tion occurs prior to the presentation of the stimulus, implying that the indi-
vidual anticipates the response that will be triggered by the next stimulus. 
Furthermore, once an individual has learned a sequence, if an unexpected 
stimulus (i.e., deviant) is inserted (e.g., instead of the A,C,D,B pattern, the 
series, A,B,D,B is presented), a wave of activity spreads across the brain in 
response to the out-of-sequence stimulus. This occurs whether the subject 
can or cannot consciously report the sequence, although there is a larger-
magnitude response to a deviant stimulus if the subject is consciously aware 
of the sequence than if the subject is not consciously aware of the sequence.

With experimental paradigms such as the one described in the previ-
ous paragraph, if subjects are provided with enough exposure to a recur-
rent sequence of stimuli, they will generally recognize the sequence and 
will be able to accurately report it. Thus, learning progresses from an initial 
stage in which there is implicit knowledge of the sequence as evidenced by 
reduced reaction times, to a later stage in which there is explicit knowledge 



61Conscious Awareness

as evidenced by the ability to correctly report the sequence. This transition 
is marked by an accompanying transition in the activation of neural circuits 
(Honda et al., 1998). During the implicit learning stage, decreases in reac-
tion time are correlated with activation in the primary sensorimotor cortex. 
This activation may be interpreted as priming where expectations regarding 
the next stimulus–response pairing in the sequence lead to anticipatory acti-
vation of the corresponding neural circuits. In contrast, during the explicit 
learning stage, there is a correlation between the accuracy with which sub-
jects report sequences and activation across a broad area that encompasses 
the parietal cortex, precuneus, and premotor cortex. This latter pattern of 
activation may be interpreted to indicate greater awareness of the stimulus–
response sequence with increased conscious control of task performance.

Implicit Perception

Much has been said about the potential influences of subliminal messages 
and their use within various contexts. Subliminal stimuli are perceptual cues 
that are either of too low a magnitude or too short a duration to be perceived 
at a conscious level (i.e., subthreshold), yet they may have a psychological or 
behavioral influence (Dehaene et al., 2006). It has been shown that presenting 
words with either a positive or a negative connotation for as little as 1 ms is 
enough to produce a measurable response in the brain (Bernat et al., 2001). 
Furthermore, unpleasant words produced a larger-amplitude response and a 
somewhat different pattern of response than pleasant words. This illustrates 
that at an unconscious level, verbal stimuli that one has only been exposed 
to for an instant can evoke patterns of brain activity associated with either 
pleasant or unpleasant sensations. Whereas we generally think of subliminal 
stimuli as messages that are engineered to affect recipients in a certain way, 
we are constantly being bombarded by stimuli that our brains process at an 
unconscious level. Some of these may be subthreshold or subliminal, but 
most are of a magnitude and duration that would be readily perceived if they 
were the object of our attention.

As designers, there is a tendency to only consider the facets of a design that 
are related to the functions of a product, environment, or system. However, 
other incidental factors will create perceptual sensations that may not be 
consciously perceived, but will influence how our design is experienced. It 
has been said that, “99% of design is invisible” (99% Invisible, 2012). This 
expression conveys the idea that when people interact with a design, they 
may only be consciously aware of 1% of the overall design. However, their 
experience is shaped by the entirety of the design and the resulting sensa-
tions created by the design. This serves as a caution that otherwise good 
designs can go awry without sufficient attention to detail. For example, a res-
taurant may place trash at a location such that the patterns of airflow result 
in the dining area being permeated by imperceptible odors of food waste. 
Customers may not consciously recognize the odor, but find their dining 
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experience inexplicably unpleasant. Likewise, subtle details of design may 
be used to create a positive impression. Automobile makers appreciate the 
effect of the sound that a car door makes when it is closed and electronics 
makers understand that devices need to produce a solid snap when they are 
closed. Many years ago, when commercial airlines regularly served meals on 
lengthy flights, a persistent meme revolved around the poor quality of the 
meals served on flights. When passengers were asked to rate various facets 
of their travel experience, it was found that a correlation existed between 
how well passengers rated the quality of the meals that an airline served 
and the associated service, and how well they rated the safety of the air-
line (Rhoades and Waguespack, 1999). This is a particularly telling example 
because safety is an aspect of the airline that passengers have very little evi-
dence to judge how well an airline is doing. Yet, passengers seemed to have 
made the assumption that if the airline got the meals and meal service right, 
they were probably doing a good job with safety.

The phenomenon whereby a stimulus that is processed at an unconscious 
level has a measurable effect on behavior and psychological experience is 
known as implicit perception. It is often difficult to distinguish implicit per-
ception from implicit memory given the mutual dependence of perceptual 
and memory processes within everyday activities. Perhaps the clearest 
illustration of perception without conscious awareness occurs with motor 
behavior, where perceptual processes construct an internal representation 
of the environment as a basis for guiding actions with respect to specific 
goals (Rossetti, 1998). While perception is essential to most motor actions, 
there is little conscious awareness of the corresponding perceptual experi-
ence. We carry out motor acts that are continuously mediated by perceptual 
knowledge and ongoing perceptual input; however, we are rarely aware of 
the corresponding perceptual experiences.

An extreme example of implicit perception occurs with the phenomenon 
of blindsight (Milner and Goodale, 1995). Blindsight is observed in patients 
suffering damage to the primary visual processing regions of the brain. 
These patients have no conscious awareness of some portion of their visual 
field. For example, they may have no conscious awareness of the right side 
of their overall visual field, with their awareness of the left side remain-
ing intact. However, if shown a target in the portion of the visual field for 
which they have no conscious awareness and are asked about its presence or 
absence or approximate location, or are asked to reach for the target, these 
patients perform far better than chance. This performance indicates that the 
brain remains capable of processing the sensory information, yet there is 
no conscious awareness. Blindsight has been attributed to the distinction 
between two separate visual pathways. The dorsal or how pathway processes 
information concerning how to act toward objects and the ventral or what 
pathway processes information about the identity and characteristics of the 
object (Milner and Goodale, 1995). In blindsight, the dorsal pathway remains 
intact, allowing the individual to execute appropriate motor responses, while 
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damage to the ventral pathway impairs the individual’s ability to consciously 
recognize the target.

In everyday activities, a wide array of brain processes are engaged in a 
seamless, somewhat symphonic, accord. The degree of conscious awareness 
devoted to an activity may vary, as well as the facets of the activity that are 
the object of our conscious awareness. Yet, generally, for familiar activities, 
there is little conscious awareness of the countless brain processes that com-
bine to enable us to perform the activity. The proficiency with which we per-
form these activities testifies to the depth and breadth of the brain’s capacity 
to process perceptual information at an unconscious level. It is important to 
remember that this unconscious processing involves some level of appraisal of 
attributes such as pleasantness, goodness, and so on. Consequently, as design-
ers, we must assume that every detail matters. Every detail will be sensed 
and appraised. No matter how removed a facet of our design may be from the 
direct operation of a device or system, if users have any exposure, whether 
conscious or unconscious, it will shape their experience of the product.

Automaticity

Within the course of everyday life, we engage in countless activities that 
involve a repetitive routine that does not change from one occurrence to 
the next. For instance, my morning routine on workdays generally involves 
taking a shower, shaving, getting dressed, eating breakfast, brushing my 
teeth, and finally, collecting the things I will need for the day, telling my 
wife goodbye, and leaving the house. This routine has not only been learned, 
but the learning is so deeply engrained that much of the time, my mind is 
consumed with other thoughts, and I devote little attention to these activi-
ties. The level of automaticity becomes apparent when something causes me 
to deviate from the routine. In these cases, I am likely to forget a step in 
the sequence. For instance, on more than one occasion, I have gotten in the 
shower and found that there was no soap. The mere variance of turning off 
the water to get a new bar of soap and starting over again has been sufficient 
to cause me to forget to shampoo my shaved scalp. Similarly, my wife asking 
me to do something during breakfast has been enough to cause me to for-
get to finish my breakfast and leave the dirty dishes on the table, instead of 
my usual routine of taking them into the kitchen and rinsing them. Without 
any effort, our brains learn these repetitive sequences of behavior and are 
capable of carrying them out with little or no conscious thought.

When learning a new skill, there is a progression from the initial stages 
where there is the need for conscious attention to later stages in which the 
activity can be performed effortlessly with little or no conscious attention. 
With tasks that are primarily sensory-motor (e.g., manual tracking), the initial 
stages involve increased activation of the cortical regions (frontal cortex, 
somatosensory cortex, and parietal cortex) associated with executive functions, 
processing somatosensory feedback, and motor planning (Floyer-Lea  and 
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Mathews, 2004). Once the task has been well learned, activation shifts to the 
subcortical regions (cerebellum and basal ganglia) associated with the coor-
dination and execution of motor actions. Similarly, where learning involves a 
series of actions performed in a specific order, a shift in activation from regions 
associated with conscious control of actions to regions involved in the execu-
tion of learned sequences of actions (supplementary motor area, and putamen 
and globus pallidus of the basal ganglia) occurs (Poldrack et al., 2005). Within 
the subcortical regions of the brain (i.e., basal ganglia and associated areas), 
there are specialized circuits that enable well-learned actions to be carried 
out with little or no conscious awareness. This automaticity allows conscious 
attention to be focused on other facets of the environment or, as often occurs, 
to be turned inward. Automaticity also serves as an essential interim step in 
constructing sequences of complex actions. In this case, initially, each action 
may require significant attention during learning, but once learned, may be 
treated as a chunk and combined in a sequence with other similarly complex 
actions. This occurs with combinations of chords in music; in sports activities 
such as the combinations of step sequences, postures, attacks, and defenses in 
martial arts; and with professional activities that involve sequential series of 
actions (e.g., detailed assembly operations).

While the brain processes underlying automaticity have been extensively 
studied for sensorimotor activities, the potential for automaticity extends 
to a broad range of cognitive activities. For instance, proficiency in reading 
(Wolf et al., 1986), speech comprehension (Friederici et al., 2000), and math-
ematics (Dehaene and Akhavien, 1995) have each been linked to the auto-
maticity of basic operations within the brain. Furthermore, these processes 
underlie the formation of many habits and ritualistic behaviors (Graybiel, 
2008). From a systems design perspective, one might consider the overall 
array of behaviors that might occur in achieving various objectives and ask, 
“what is the potential impact of automaticity?” In many cases, automaticity 
may allow increased efficiency and allow individuals to focus their atten-
tion on other more important events. In this case, a designer may look for 
opportunities to create repetitive activities, as well as opportunities to com-
bine repetitive sequences into longer series of actions. However, automaticity 
can also prompt conscious disengagement. Thus, where the potential for dis-
engagement poses risks, designers should be sensitive to this potential and 
introduce design features that intentionally engage conscious processes (e.g., 
system probes that require nonstandard responses). When implemented 
effectively, operators may continue to experience the benefits of automatic-
ity, but are occasionally reminded to think about what they are doing so that 
they do not become completely disengaged from ongoing activities.

Unconscious Cognition

When presented with a challenging problem, there may be a period in which 
we are consciously focused on solving the problem. Yet, when our attention 
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is directed elsewhere and we are no longer consciously focused on the prob-
lem, does our brain continue to work on it? It has been asserted that the ah-ha 
phenomenon, where the solution to a problem occurs to us spontaneously at 
a time when we may not actually be thinking about the problem, suggests 
that the brain has continued to work on the problem, but at an unconscious 
level (Metcalfe and Wiebe, 1987).

Jung-Beeman et al. (2003) used a common paradigm for studying 
creativity—defined as the solution of problems through insight, as opposed 
to analytic strategies—known as the remote associates test. In this test, sub-
jects were presented with three problem words (e.g., pine, crab, and sauce). 
Their task was to identify a word or a phrase that connected the three prob-
lem words. In this example, the correct answer would be “apple.” In this 
study, the subjects were asked to respond by pressing a button when they 
had attained a solution and then report their solution. After each trial, the 
subjects were asked to indicate whether or not the solution involved insight 
(i.e., came to them suddenly). fMRI recordings found that the feature that 
most clearly distinguished trials in which subjects reported an ah-ha experi-
ence was an increased level of activity in the right hemisphere of the brain 
(i.e., right anterior superior temporal gyrus). Using the same procedure, a 
second experiment showed that in the time period immediately prior to their 
response on trials involving insight, subjects exhibited a burst of high-fre-
quency brain activity in approximately the same area of the right hemisphere.

Interestingly, it was also noted in the study by Jung-Beeman that prior 
to the burst of high-frequency activity that corresponded with the ah-ha 
experience, there was a period marked by slower frequency, or alpha activ-
ity. In this context, alpha activity was interpreted to reflect the suppression 
of neural processes. It was suggested that the suppression of interference 
from competing attentional processes may be essential for the right hemi-
sphere to make distant semantic connections. Thus, it was suggested that 
the mechanisms underlying the ah-ha experience involve a period during 
which there is activation of diverse semantic connections, which occurs at an 
unconscious level. This may occur in parallel with more analytic processes 
involving the left hemisphere of the brain, which is normally associated with 
language-related processes, with these analytic processes dominating one’s 
conscious awareness. It may be essential that the broad activation of seman-
tic connections within the right hemisphere that gives rise to a problem solu-
tion be accompanied by a momentary suppression of competing activation. 
The suppression of competing activation may serve to amplify the potential 
solution. This is then followed by a burst of high-frequency activity, which 
accompanies the emergence into conscious awareness of the solution and the 
corresponding ah-ha experience.

It appears that in problem solving, the brain is capable of carrying out 
somewhat separate processes at both a conscious and an unconscious level, 
and often the solution arises as a product of unconscious problem solving. 
However, to realize the benefits of unconscious problem solving, individuals 
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must be capable of relinquishing their focused attention on the problem 
long enough for a solution that is attained through unconscious processes to 
emerge into their conscious awareness. This suggests that certain environ-
ments may be more conducive to creative problem solving than others. In 
particular, an environment rich in engaging external stimulation will make 
it difficult to turn one’s conscious awareness inward long enough to allow a 
solution to arise from unconscious processes. Likewise, an environment that 
serves to keep an individual engaged in analytic problem-solving strategies 
will similarly dampen the individual’s awareness of ongoing unconscious 
problem-solving processes. In contrast, an environment that makes it easy to 
momentarily disengage from the immediate problem should have the effect 
of interrupting ongoing, conscious problem-solving strategies long enough 
for solutions to pop into one’s conscious awareness. One can only wonder 
how many ingenious ideas have been lost due to single-minded dedication 
to an analytic problem-solving strategy or the constraints imposed by orga-
nizational or other contexts to rely solely on or to operate within an environ-
ment that favors analytic problem-solving strategies.

What Is the Downside of Unconscious Brain Processes?

On the surface, it seems great that the brain is continually working and that 
we do not need to be consciously engaged, yet benefit from the products 
of our ongoing unconscious brain processes. However, while we can usu-
ally report our conscious thought processes with some accuracy, what we 
have learned or experienced implicitly is often inaccessible. Consequently, 
where there is a reliance on implicit learning, one often has a poor sense of 
what one has learned and how well one has learned it. Likewise, you do not 
know when you have forgotten something that you may have once learned. 
When asked to explain how you do something, your report will orient 
around those facets for which you have conscious awareness. Knowledge 
and skills that are the product of implicit knowledge will be reported unre-
liably and if pressed for an answer, as often occurs with expert accounts, 
individuals can only make their best guess as to exactly what they are 
doing and why they do it that way. In general, while unconscious brain 
processes may significantly impact the things that we do and how well we 
do them, we have very little conscious access to those brain processes, or 
the associated knowledge.

Unconscious Impact of Cognitive State on Decisions

Recently, Jonathan Levav and colleagues reported a research study that 
illustrates the extent to which unconscious brain processes shape conscious 



67Conscious Awareness

decisions and, particularly, may bias our decisions in ways that we do not 
appreciate (Danziger et al., 2011). In this study, they looked at the parole deci-
sions of judges in Israeli courts. These decisions involved a prisoner going 
before a judge and an argument being made for the judge to reduce the pris-
oner’s sentence due to good behavior or other mitigating circumstances. 
Data were analyzed for a 10 month period and consisted of 1112 hearings, 
with prisoners from four different prisons and decisions made by eight dif-
ferent judges.

The researchers considered whether parole was granted (i.e., the prisoner 
received a reduced sentence) relative to where a hearing occurred within the 
overall order of hearings on a given day. It was striking how the probability 
of being awarded parole varied over the course of a day. On any given day, 
there were three sessions. At the beginning of any one of these three ses-
sions, the likelihood of a prisoner receiving parole was approximately 65%. 
However, by the end of a session, that likelihood had dropped to nearly 
zero. It did not matter how severe the crime was, the amount of time that 
the prisoner had already served, whether the prisoner had previously been 
incarcerated, whether rehabilitation services were available, or the national-
ity or gender of the prisoner. The likelihood of being awarded parole was 
driven primarily by placement within the order of hearings within a given 
session.

The researchers attributed these results to the unconscious effects of 
fatigue on the cognitive processes of the judges. Specifically, it was asserted 
that as one becomes increasingly fatigued, one tends to choose the easier 
option and in this case, awarding parole was the more difficult decision 
because it involved incurring the risk that the prisoner would again com-
mit a criminal offense. In contrast, it was an easy decision to deny parole 
because the prisoner returned to prison and there was no risk to society of 
his or her continuing to commit crimes. The key point is that the judges’ 
decisions were systematically biased and they had no conscious awareness 
of this bias. At a conscious level, one may believe that one is operating in 
a consistent, unbiased manner. However, various biases operating at an 
unconscious level to shape our conscious deliberations may be in effect, and 
we may never know how strongly we have been influenced by these uncon-
scious brain processes.
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4
Perceptual Experience

Engineering design is generally focused on the objectives of a system and 
the mechanisms for accomplishing those objectives. However, engineering 
design also involves the experience that is created by a system. Whether 
an operator or user or those otherwise affected by a system and its opera-
tions, the experiences that are created will determine whether objectives 
are met, and how well they are met. Technically, a system may provide 
the mechanisms to achieve its objectives, yet due to confusion, frustration, 
annoyance, fatigue, or other effects, the system may fail. While key facets of 
a system may operate as designed, there may also be unintended effects. For 
example, artifacts associated with simulation-based trainers may result in 
learning that proves counterproductive when students must function within 
real-world settings. To successfully engineer systems that accomplish their 
stated objectives, it is important that designers attend to the experiences 
that are created by these systems. Furthermore, there are opportunities to 
engineer experiences that will produce more positive outcomes than would 
be expected, given only the mechanics of the system. Within many contexts, 
a functional system that meets the basic operational objectives may be read-
ily achievable. However, by also attending to the experience created by a 
system, there is a differentiating opportunity to create a level of satisfac-
tion and a subsequent desire that will translate into high regard and loyalty 
toward one’s products.

Our brains recreate the world around us within our heads. Everything that 
we experience is an abstraction that arises through transduction as energy 
flows from sensory receptors through intermediate neural circuits, eventu-
ally resulting in an integrated internal representation of the external world. 
This is perception, at least from our brains’ perspective. Perception concerns 
the processes whereby we experience the world around us based on our cre-
ating an abstract representation of the external world within our heads. It 
is worth noting that the majority of this experience may never enter into 
our conscious awareness. However, whether experienced at a conscious or 
an unconscious level, one’s experience of a system and its design will arise 
through perceptual processes.

Traditionally, from an engineering perspective, perception has mainly 
been discussed with respect to the capacity for a human to effectively sense, 
process, and use various information to achieve task objectives. Certainly, 
effective task performance is essential to achieving system objectives, and 
there are many excellent accounts of the principles underlying effective 
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information presentation and display (Boff and Lincoln, 1988; McBride and 
Schmorrow, 2005; Salvendy, 1997). However, in the following sections of this 
chapter, there will be little emphasis on engineering information displays for 
task performance, with the primary focus placed on engineering design that 
engages perceptual processes to create certain experiences within operators, 
users, and others affected by a system. Each of the following sections dis-
cusses general principles concerning the mechanisms and organization of 
perceptual processes within the brain that determine how systems will be 
experienced and the resulting efficacy with which people will operate within 
those systems.

Our Minds Attend to a Small Slice of What Our Brains Sense

At some time, we all learned about the five senses: sight, hearing, taste, smell, 
and touch. This idea of five primary senses is a simple, practical means of 
teaching children about how our bodies use specialized organs to sense 
the world around us. These are also the senses that dominate our conscious 
awareness. This is particularly true for vision and audition, as our conscious 
experiences tend to be dominated by these two senses.

I recall the day that my daughter came home from school and told me that 
they had learned about the five senses. I could not help myself and pointed 
out to her that there were at least three other important senses that she should 
know about. First, there is proprioception, which concerns the movement of 
our joints. Second, there is kinesthesis, which concerns the movements of 
our muscles. And third, there is equilibrium, or our sense of balance. Then, I 
pointed out that there are probably at least 40 other distinct senses.

The exact number of senses we have is unknown. This is partly due to 
disagreement about the definition of a sense. However, in addition to the 
eight senses mentioned so far, we can add temperature, with heat and cold 
being separate senses; nociception or pain due to either nerve damage or 
tissue damage; and chronoception or the sense of time. There are also a 
number of senses that respond to the internal state of the body. For exam-
ple, pulmonary stretch receptors in the lungs help to control the rate of 
breathing and sensory receptors in the urinary bladder and rectum give 
us the sense of being full with the need to go to the bathroom. There are 
still other senses that respond to the molecular concentration of specific 
chemicals. For example, there are sensory receptors that respond to the rel-
ative concentrations of carbon dioxide and oxygen within the brain and are 
responsible for the sense of suffocation when carbon dioxide levels become 
too high.

While our conscious awareness is focused on the sights and sounds around 
us, our brains have a substantially richer sensory experience, although this 
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primarily occurs at an unconscious level. Consequently, it is common that 
when we experience some sensation such as the wind blowing in our face or 
the aroma of a certain spice, it triggers a memory from long ago. We may or 
may not make a conscious connection between the immediate sensory expe-
rience and the memory that has been triggered. Nonetheless, it is impor-
tant that we understand that our experiences involve sensory sensations 
that go well beyond our conscious experience, and include much more than 
sights and sounds. This can be important when attempting to create a high-
fidelity representation of an actual system for simulation-based training. For 
instance, subtle sensory sensations such as the smell of a straining engine or 
the saltiness of the ocean air may be important cues that the student must 
learn to correctly interpret key events. Likewise, in entertainment, there is 
the opportunity to enhance experiences by reproducing subtle sensory sen-
sations, or to confuse and disorient the audience by introducing unexpected 
sensory sensations. There has been relatively little research exploring the use 
of alternative sensory channels to affect experiences at an unconscious level; 
however, based on fundamental biology, there should be numerous opportu-
nities to produce richer sensory experiences, while leveraging unique chan-
nels of communication to create more engaging experiences.

Our Judgment Is Shaped by Unconscious Sensory Experiences

In the previous chapter concerning conscious awareness and the preceding 
section of this chapter, I have made the point that a tremendous amount of 
sensory information is relayed to the brain and is processed at an uncon-
scious level, yet very little enters our conscious awareness. This raises the 
question, “Does sensory information processed at an unconscious level 
affect our judgments?”

A series of studies reported by Josh Ackerman and colleagues indicate 
that our judgments are not only affected by unconscious sensory processes, 
but they are also affected in ways that we are not consciously aware of 
(Ackerman et al., 2010). In one study, subjects were asked to watch videos 
of individuals participating in a job interview and subsequently to rate each 
job candidate on a number of attributes. The subjects were provided with 
a clipboard that held the sheets that they were to use for their ratings. One 
group of subjects was given a relatively heavy clipboard, whereas a second 
group was given a relatively light clipboard. The subjects who received the 
heavier clipboard on average rated the job candidates as being more seri-
ous and more interested in the job. Similarly, in a second study, subjects 
were asked to read a story involving a social interaction. They were then 
asked to assemble the pieces of a puzzle. For one group, the puzzle pieces 
that they had been given had a rough texture, whereas the second group 
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was given puzzle pieces with a smooth finish. Afterward, the subjects were 
asked to rate the social interaction with regard to various attributes. On aver-
age, the subjects who had been given the puzzle pieces with a rough texture 
rated the social interaction as being harsher and less pleasant than did the 
subjects who had been given the smooth puzzle pieces. Ackerman and col-
leagues noted that their findings mirror expressions that occur in everyday 
language. For instance, weight is associated with seriousness in expressions 
such as, “thinking about weighty matters” or “the gravity of the situation.” 
Similarly, roughness is associated with difficulty or harshness in expres-
sions such as, “having a rough day” or “coarse language.” These expressions 
reflect implicit associations that under certain circumstances may affect our 
judgments without our having any conscious awareness that largely irrel-
evant sensory experiences have had an effect on our thinking.

In a somewhat different study, researchers considered how sensory 
experiences associated with environmental surroundings affect our judg-
ments (Woods et al., 2010). Part of the sensation associated with eating potato 
chips derives from their crunchiness. Subjects wore headphones and ate 
potato chips in one of three conditions. In one, there was silence; in the sec-
ond, there was soft white noise; and in the third, there was loud white noise. 
On average, when asked to rate the tastiness of the potato chips, the subjects 
in the loud condition gave lower ratings than did the subjects in the quieter 
conditions. This suggests that there is a sensory experience that is associated 
with eating potato chips and that if other sensory experiences interfere with 
this experience, the overall experience is diminished. In this case, there was 
no direct association between the level of background noise and the flavor 
of the potato chips. However, when the background noise overshadowed the 
expected auditory sensations (i.e., the crunchiness of the chips), the overall 
experience, including the flavor of the chips, was less satisfying.

Within design, unconscious sensory experiences can be used to affect 
judgment. These unconscious sensations offer an alternative channel of com-
munication. For instance, the information display of a device may serve as a 
primary mode of communication that is task oriented. At the same time, the 
shape and feel of the device may be used to convey an overall sense of seri-
ousness, or a sense of whimsicalness. Similar effects may be accomplished 
through the design of the environment. This is not a new idea. However, a 
consideration of unconscious brain processes suggests mechanisms for more 
systematically achieving such effects. The studies discussed above address 
two mechanisms. The first takes advantage of semantic associations. The 
language used to describe sensory sensations carries with it associations to 
other attributes. Heaviness is associated with seriousness. Its opposite, light-
ness, is associated with airiness and freshness. Second, there may be uncon-
scious sensory experiences that we have learned to associate with unrelated 
positive experiences. For instance, there may be no direct link between a 
product’s packaging and its quality. However, a well-packaged product 
may be assumed to be of higher quality than a product that is not as well 
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packaged. If some event interferes with our unconscious sensory experience 
(e.g., someone else removes the packaging of the otherwise well-packaged 
product for us), without that association, the overall experience may be criti-
cally diminished.

Perception Is Multisensory

As is true with other animal species, our perceptual systems are specialized 
to sense stimuli that are biologically significant for given modes of survival 
within the context of certain environments. There is considerable debate sur-
rounding the environment(s) and the mode(s) of survival that most shaped 
the development of humans as a species (Potts, 1998). Furthermore, some 
senses are more primitive than others (e.g., internal senses associated with 
basic life functions such as respiration), as evidenced by their being largely 
the same in many diverse species (Hodos and Butler, 1997). Yet, for any given 
sensory system, there is a range of stimuli for which the human sense organs 
and the associated neural circuitry are most responsive.

One perspective that explains the differential emphasis that is placed on the 
different senses points to the energy demands associated with sustaining the 
sensory organs and the associated neural processing (Niven and Laughlin, 
2008). Sensory systems with broader ranges or higher levels of acuity or both, 
exact a greater cost than those that are sensitive to a smaller range of stimuli 
or provide lower levels of acuity or both. It is asserted that the specialization 
of sensory systems within any given species reflects a balance between the 
costs of sustaining a sensory capability and the benefits derived from that 
sensory capability. These pressures may be combined with trade-offs that are 
imposed by basic anatomical and physiological characteristics. For example, 
the frequency range of sounds to which humans, as well as other mammalian 
species, are most sensitive corresponds to the range of sound affording the 
optimal localization of sounds given the size and shape of our head (Masterton 
et al., 1969). It has been said that “the brain is not a well-designed machine, but 
a magnificent compromise” (Krubizer, 2007). This principle is reflected in the 
relative emphasis that is placed on different sensory systems and for any given 
sensory system, the relative sensitivity to the stimuli to which it responds.

From the perspective of engineering design, human sensory processes 
have been fairly well characterized (Boff and Lincoln, 1988). This is partic-
ularly true for vision, audition, and touch, with somewhat less data exist-
ing for the chemical senses (i.e., taste and smell) and secondary senses 
such as proprioception and equilibrium. Given the available resources (e.g., 
Department of Defense, 2012), there is little excuse for the design of products 
that do not accommodate the basic strengths and weaknesses of the human 
sensory systems.
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Design may go beyond merely matching the sensory signals that are used 
to communicate information to the relative acuity of different sensory sys-
tems. An alternative perspective sees design as the creation of a sensory 
ecology. Analogous to ecologies in nature where different animal and plant 
species coexist by occupying and exploiting different niches, one may simi-
larly think about sensory signals as different species and the various sen-
sory systems as different niches. Applying this analogy, different sensory 
signals may exist side by side, each exploiting a different channel of sensory 
communication. For instance, as we visually navigate our surroundings, 
auditory signals may be used to both entertain and communicate impor-
tant information. This presents the opportunity to create rich, multifaceted 
sensory experiences that communicate and engage individuals through a 
variety of mechanisms, some operating at a conscious level and others at an 
unconscious level.

In practice, the design of a sensory ecology should begin by considering 
the impressions that a designer hopes to make on users, operators, and oth-
ers affected by a system. The clearest examples occur with environmental 
design. In the design of a grocery store, the intent may be to create the sense 
of freshness, which may be addressed through air exchange and ventilation. 
To create a sense of quality, items may be neatly stacked and well organized. 
Clean floors, shiny surfaces, and bright lights may be used to create the 
sense that meats and produce are fresh and free from contaminants. Well-
constructed carts that roll easily across the floor suggest efficiency. Happy, 
perky music evokes a sense of impulsiveness. Shoppers may only be con-
sciously aware of the immediate tasks of remembering and locating what 
they need to purchase, making selections, deliberating over costs, and so on. 
However, the sights, sounds, and smells of their surroundings and the physi-
cal sensations associated with their actions impinge on their senses and cre-
ate an overall sensory experience. A shopper may be totally unaware of the 
various aspects of the environment that are shaping their experience. Yet, if 
something changed or they went to another grocery store, they would likely 
sense that something was different, although they might not be able to say 
exactly what it was.

As stated above, environmental design offers tremendous opportunities to 
structure a sensory ecology to achieve certain experiential effects. However, 
most designers are only tasked with the development of specific elements or 
components of the overall environment. For example, a designer may only 
have responsibility for a single electronic device that is to be combined with 
several other electronic devices within a vehicle’s electronics console. In this 
case, the designer likely has no control over the totality of the sensory ecol-
ogy. The designer’s device is analogous to a single species that must find a 
niche where it may flourish alongside other species that are filling adjacent 
niches. In such a situation, the potential exists for conflicts where multiple 
devices are competing for the same limited resources. Recently, I was talking 
on my cell phone in a busy airport where there were many different sounds 
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occurring all around me. My phone beeped to warn me that the battery was 
running low. I heard the sound, but failed to recognize that it came from 
my phone. Consequently, I continued my phone conversation, ignoring two 
additional warnings, until the battery could no longer power the phone and 
I was disconnected. In this case, there was a clearly discernible signal, yet 
because there were other simultaneous signals in the same range of fre-
quency and intensity, I failed to correctly localize the source of the signal, 
and therefore failed to recognize the relevance of the signal. In this example, 
several signals are in competition for a limited resource (i.e., the range of 
audio frequencies for which my hearing is sensitive). While the low power 
warning on my phone was detectable, I failed to distinguish it from other 
similar auditory signals. It is unlikely that this would have been the case 
had the auditory signal been combined with a brief vibration creating a com-
pound stimulus for which there were no comparable competing stimuli.

Within the brain, the processing of sensory input for a given sensory 
modality follows a progression from lower to higher levels of detail. For 
example, at the lowest levels of visual processing, an analysis of visual sig-
nals involves the detection of features such as the color and orientation of 
visual stimuli. Similarly, the lowest levels of auditory processing distinguish 
features such as sound frequency and pitch. As processing progresses from 
lower to higher levels, there is both an integration of low-level features (e.g., 
for the detection of objects, features are combined and distinguished from 
the surroundings) and an increasing influence from top-down processes or 
expectations (e.g., a round object in the context of a child’s room takes the 
form of a ball). Accompanying this progression from lower to higher levels 
of processing, there also occurs an integration of the input from different 
sensory modalities, as well as the modulation of the input from one sensory 
channel based on the input from other sensory channels. This serves to dis-
ambiguate the input from a given sensory channel, enhancing the clarity of 
the signal.

The capacity for effective sensory integration has been linked to attaining 
superior levels of performance within certain domains. For example, using 
a task that required subjects to stand immobile, Vuillerme et al. (2001) com-
pared expert gymnasts with individuals who had attained notable levels of 
performance in other sports. As the subjects attempted to maintain a station-
ary posture, proprioceptive input from the ankle was disrupted by applying 
vibration to the tendon. Gymnastics requires an ability to effectively integrate 
proprioceptive with visual, kinesthetic, and vestibular input to establish and 
sustain balance. Enhanced skills were evidenced in the gymnasts’ ability 
to recover faster and they were less affected by the disruption in proprio-
ceptive input. Further research has demonstrated that in expert gymnasts, 
the multisensory processes associated with sustaining balance demand less 
attention, as evidenced by their faster reaction times while simultaneously 
balancing on one leg (Vuillerme and Nougier, 2004). Similarly, it has been 
shown that with dancers, there is an enhanced capacity for the integration of 
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visual and proprioceptive input, as evidenced by the performance of manual 
tasks with and without disruption of sensory input (Jolla et al., 2011). This 
research points to a differential capacity for sensory integration, with indi-
vidual differences manifested in measurably higher levels of performance 
for tasks placing similar demands on the capacity for sensory integration 
exercised during gymnastics or dancing.

Our conscious awareness is generally focused on the dominant sensory 
modality for a given type of signal. For example, during conversation, our 
awareness is primarily focused on the sounds being produced. However, 
at an unconscious level, we are also processing visual signals, whether it 
is the movement of the speaker’s mouth or his or her gestures and facial 
expressions. All the while, the brain is combining all of these signals to pro-
duce an integrated perceptual experience. This is illustrated by the McGurk 
Effect (Massaro and Stork, 1998; McGurk and MacDonald, 1976). If watching 
a person speak the syllable “ga” while hearing an audio recording of the 
syllable “ba,” the listener will likely report having heard the syllable, “da.” 
Similarly, if watching a speaker say the expression, “My gag kok me koo 
grive” combined with an audio recording of the expression, “My bab pop 
me poo brive,” the listener will likely report having heard the expression, 
“My Dad taught me to drive.” In both cases, the listener consciously attends 
to the audio recording. Yet, at an unconscious level, the listener is process-
ing the visual signals from the speaker’s mouth movements and combining 
the auditory and visual inputs to produce a conscious experience that is the 
integrated product of inputs from the two sensory channels.

Traditionally, it was believed that in higher cortical areas of the brain, 
input from the brain regions that are responsible for processing specific sen-
sory channels converge, with higher cortical processes integrating signals 
from multiple sensory modalities. These regions of the cortex have been 
referred to as sensory association areas. Numerous regions of the brain’s 
cerebral cortex have been attributed with this function (Baylis et al., 1987; 
Desimone and Ungerleider, 1986; Lewis and Van Essen, 2000). Additionally, 
there are subcortical areas with functional connections to higher cortical 
areas, such as the thalamus and amygdala, where sensory integration also 
occurs (Mesulam and Mufson, 1982; Turner et al., 1980).

Yet, the integration of input from specific sensory channels is not limited 
to higher-level cortical processes, but also occurs early during the initial low-
level processing of sensory input. It has been shown that there are projec-
tions from areas that are responsible for the low-level processing of auditory 
signals to areas that are responsible for the low-level processing of visual 
signals (Ettlinger, 1990; Falchier et al., 2000). Through these connections, 
the brain is able to use auditory input to signal the visual processing areas 
regarding the likely presence of important visual cues. Likewise, low-level 
projections from the visual cortex, as well as the somatosensory cortex (i.e., 
regions responsible for processing signals from tactile, or touch, sensors), to 
the auditory cortex have also been demonstrated (Schroeder and Foxe, 2002). 
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With our visceral senses (i.e., those associated with the internal organs of 
the body), integration occurs at an even lower level within the spinal cord, 
with the sensory signals reaching the brain having already undergone some 
degree of integration (Cervero and Tattersall, 1987). These observations of 
integration at nearly every level of sensory processing suggest a conceptu-
alization of the brain wherein input from different sensory modalities may 
enter the brain through separate pathways, yet almost immediately, the brain 
begins to construct a multisensory representation of the world. The limita-
tions on the amount of processing that can occur at a conscious level may 
bias our awareness to emphasize one or more dominant sensory modalities. 
However, at an unconscious level, the brain is experiencing the world as an 
integrated fabric combining input from all of our sensory systems to create a 
multisensory representation.

The Brain Responds More Strongly 
to Some Stimuli than Others

While at a low level, the brain may exhaustively process the stimuli imping-
ing on sensory receptors, relatively few stimuli provoke a pronounced 
response. While registered, most stimuli merely serve to fill in the back-
ground. To elicit a strong enough response to distinguish a given stimulus 
from the background of accompanying stimuli, it is not sufficient to merely 
be detectable. A conspicuous signal must be distinct from its surrounding 
environment (Enquist and Arak, 1998).

As previously discussed, a given signal exists within a sensory ecology 
and competes against other signals, with some provoking a more pro-
nounced response than others, and some provoking a sufficient response 
to capture one’s attention and enter into one’s conscious awareness. Within 
nature, various approaches are employed by different species to enhance the 
conspicuousness of the signals that they produce. For instance, stimuli that 
sharply contrast with their environment tend to be more conspicuous. This 
is evidenced in the evoked response of the brain to visual stimuli of varying 
levels of contrast measured using an electroencephalogram (EEG). In par-
ticular, the overall amplitude of the brain’s response tends to be greater for 
higher-contrast stimuli (Campbell and Kulikowski, 1972).

Viewed at a finer level, the response of the brain to stimuli of varying lev-
els of contrast reveals an interesting property of the brain. It is a misnomer 
to think of the brain as either active or inactive because there is constant 
activity throughout its entirety. In the absence of a prominent stimulus, 
this activity takes the form of spikes that occur at varying locations, with 
waves of activity emanating from these spikes that diminish as they travel 
further from their origin (Nauhaus et al., 2008). As shown in Figure 4.1, this 
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produces relatively constant, yet somewhat diffuse levels of activity. When 
presented with a stimulus, diffuse activation patterns are transformed, with 
pronounced activity localized to areas involved in processing the stimulus 
(Nauhaus et al., 2008). This transformation and the subsequent localization 
of activity varies in response to the stimulus contrast with there being a 
greater disruption of diffuse activation patterns and heightened localized 
responses with increasing stimulus contrast. Thus, the brain’s response to a 
conspicuous stimulus does not involve a generalized increase in activation, 
but instead an increased coordination of activation.

While the contrast between a stimulus and its background may be the key 
to its conspicuousness, there are many mechanisms for achieving contrast. 
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For instance, visual stimuli may vary in size, shape, intensity, and color, 
as well as other more complex dimensions such as flicker and frequency 
gratings. In nature, it has been observed that signals that elicit pronounced 
responses tend to be very different from one another, and are often much 
more distinct than necessary for them to merely be discriminated from one 
another (Brown, 1975). Darwin referred to this observation as the principle of 
antithesis (Darwin, 1872). This principle is consistent with the fact that when 
processing a given stimulus, generally the brain simultaneously analyzes 
the stimulus with regard to different dimensions. For instance, with visual 
stimuli, their orientation, color, and location are simultaneously processed 
somewhat separately and are later integrated to form a coherent visual repre-
sentation (Hubel and Wiesel, 1959, 1962). This opens a range of opportunities 
for designers to take advantage of different stimulus qualities as a basis for 
creating contrast between the stimulus and its background, thereby enhanc-
ing the conspicuousness of the stimulus. This may be realized through sig-
nals that vary along multiple dimensions. For example, auditory signals may 
vary with respect to their pitch, tone, volume, rhythm, and cadence, as well 
as the sound source. Variation along each of these dimensions should serve 
to heighten the contrast between the stimulus and its surroundings.

Another method that may be used to enhance the conspicuousness of 
a signal involves the simultaneous activation of multiple sensory modali-
ties. For instance, alarms often combine a flashing light with a loud sound. 
Certain combinations of stimuli will elicit a more pronounced response 
from the brain than any one stimulus by itself. Furthermore, this response 
may be parlayed into enhanced behavioral performance. For example, it has 
long been known that faster reaction times occur for a visual stimulus if the 
stimulus is combined with an auditory stimulus (Todd, 1912), with similar 
facilitating effects having been reported for the combination of auditory and 
tactile stimuli (Loveless et al., 1970). Furthermore, sensitivity to stimuli that 
are slightly below the normal threshold for detection may be enhanced if 
there is simultaneous stimulation of another sensory modality (Frassinetti 
et al., 2002). To achieve these effects, the stimuli must be synchronized in a 
manner that allows them to merge into a compound stimulus. Where visual 
and auditory stimuli are combined, a brief offset in the time that the two 
stimuli are presented or the location of the two stimuli will lead to a dimin-
ished effect, with the effect no longer occurring once there is sufficient sepa-
ration of the stimuli (Stein et al., 1989). Thus, stimulus facilitation effects are 
contingent on stimuli being merged such that they are perceived as a single 
compound stimulus.

The response to multisensory signals is modulated by attention with a 
more robust response to attended stimuli than unattended stimuli. Using 
auditory and visual stimuli, EEG measures indicated a larger amplitude 
response to multisensory stimuli that were the focus of attention, as com-
pared with stimuli that were not the focus of attention (Talsma and Woldorff, 
2005). This effect occurred from the very earliest stages of the response, 
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beginning within 100 ms of the stimulus presentation. Furthermore, the 
facilitating effect may not occur with noncongruent stimuli (i.e., stimuli that 
one would not expect to occur together), with the overall response often 
being of a reduced magnitude. For example, in a functional magnetic reso-
nance imaging (fMRI) investigation of sensory integration with taste and 
smell, Small et al. (2004) found that unexpected combinations (e.g., vanilla 
and salty) produced less activation, with the incongruity producing an 
apparent suppression of the brain’s response.

Within the midbrain, the superior colliculus is a structure that possesses 
receptive fields for multiple sensory modalities including audition, vision, 
and touch, with it significantly involved in directing attention to focus on 
significant stimuli. It has been observed that within the superior colliculus, 
cells responsive to each sensory modality overlap and that when there is 
simultaneous stimulation of multiple senses, there is a pronounced ampli-
fication of the overall electrophysiological response (Stein and Meredith, 
1993). This amplification may be as much as twelvefold, as compared with 
the activation observed when the same sensory modalities are activated one 
at a time. The response is often greatest when the intensity of the sensory 
stimulation is relatively low, suggesting that the response amplification may 
serve to facilitate our reaction to somewhat weak, yet potentially signifi-
cant, sensory signals. Furthermore, the response amplification diminishes 
with the separation of the stimuli in space or time or both, with response 
suppression once there is a sufficient degree of separation between stimuli 
(Kadunce et al., 1997). Consequently, under certain conditions, one stimulus 
may actually suppress the response to a second stimulus. While other brain 
regions involved in sensory integration do not show as distinct a response 
as the superior colliculus, in general there is an enhanced sensitivity to mul-
tisensory stimuli, particularly with respect to capturing and orienting our 
attention toward certain sensory events. From a design perspective, if a mul-
tisensory stimulus is designed correctly, it can trigger a marked response 
that increases its conspicuity. However, any disparity in the timing or other 
facets of the multisensory presentation can diminish the response and, 
under certain circumstances, can actually produce the opposite effect (i.e., 
signal suppression).

Finally, there is a class of stimuli that have been referred to as supernormal 
stimuli. A supernormal stimulus is one that compared with other compa-
rable stimuli, produces a disproportionate response. With a supernormal 
stimulus, there are physical properties of the stimulus (e.g., combination of 
size and shape) for which there is an unusual sensitivity with the propen-
sity to evoke an amplified electrophysiological and behavioral response. 
Supernormal stimuli were first observed in animals (Enquist and Arak, 1998). 
Researchers noted that sometimes animals would respond more strongly to 
the dummies used in their experiments than to the natural objects being 
mimicked by the dummies. For example, in a study of egg recognition in a 
species of bird known as the ringed plover, it was observed that the birds 
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preferred higher-contrast dummies that were white with black spots than 
their actual eggs, which were brown with dark spots. Similarly, with another 
bird, the herring gull, it was observed that chicks pecked more enthusiasti-
cally at a rod with three white bars at the tip than at a realistic replica of the 
parent’s bill and head.

In contrast to animal studies, there has been little research to identify 
supernormal stimuli to which people respond. Human infants seem to find 
low-frequency murmuring sounds calming. In a study by Hutt et al. (1968), 
infants were presented with artificially produced murmuring sounds that 
had a specified structure (i.e., square wave) and low-frequency components. 
The skin conductance of infants was measured, which provided an indica-
tion of the infants’ emotional response to the tones. It was observed that the 
infants were more responsive to the artificially produced tones than to an 
actual voice.

Another example of supernormal stimuli in humans involves facial 
features. Humans are uniquely sensitive to faces and within the human brain 
there is a region known as the fusiform gyrus that is particularly responsive 
to images of faces and face-like stimuli (McCarthy et al., 1997). This sen-
sitivity to certain facial features was illustrated in a study that presented 
subjects with facial caricatures (i.e., cartoonlike drawings). To produce the 
caricatures, an average or prototypical face was obtained based on a statisti-
cal analysis of numerous faces and the development of a model containing 
20 physical dimensions along which human faces differ from one another 
(Brennan, 1985). A caricature was created using a drawing that faithfully 
depicted the facial features of former US President Ronald Reagan, exag-
gerating specific features that corresponded to dimensions identified in the 
model. When subjects were shown either a drawing with a relatively accu-
rate representation of the facial features or the caricature, they were faster 
and more accurate in recognizing the caricature than the drawing of the 
actual face (Dewdney, 1986). This study suggests that the face processing 
area within the brain is unusually sensitive to exaggerated facial features. 
Similarly, related studies have demonstrated a heightened sensitivity to 
other human physical features. For instance, men have been shown to pre-
fer women whose physical characteristics vary more from the average male 
form, with women preferring men whose physical features vary more from 
the average female form (Ridley, 1993).

In general, supernormal stimuli involve naturally occurring, biologically 
significant stimuli (e.g., the sound of a mother’s voice, facial expressions, or 
the physical form of a potential mate). For designers, there is an opportunity 
to emulate these physical forms so that certain features of design stand out 
from the surroundings. The key lies in identifying which physical features 
of the stimuli are essential to the brain’s perceptual representation and the 
associated dimensions along which these features may be exaggerated to 
produce an amplified response. Then, the stimuli must be placed within sur-
roundings where the exaggerated features contrast with the physical features 
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of other stimuli. It should be noted that contrast is important because the 
exaggeration of physical features is relative, and if the environment is filled 
with similarly exaggerated stimuli, the response to any one of these stimuli 
will be diminished.

Vulnerabilities Arising from Our Perceptual Processes

The previous sections have described how designers may use the physical 
properties of stimuli to enhance our sensitivity to those stimuli. These same 
properties may also be applied from an adversarial perspective. It is often the 
intent to be inconspicuous and avoid being noticed. The same mechanisms 
that may be used to enhance the contrast between a signal and its surround-
ings may be applied in reverse to minimize the contrast so that a stimulus 
blends into its surroundings. This can be seen with camouflage where there 
is an attempt to match the colors, patterns, and other physical properties of 
the surroundings. Likewise, if attempting to conceal a signal, one should 
avoid properties discussed in the preceding sections that enhance sensitiv-
ity to a stimulus (e.g., stimulation of multiple sensory modalities or physical 
features for which there is a heightened sensitivity).

The exception occurs with mimicry. With mimicry, there is a known, or 
mimicked, signal that is either assumed to be harmless or is associated 
with danger and is generally avoided. The known, or mimicked, signal 
may be quite conspicuous, as often occurs when it is associated with dan-
ger or some other hazard. The objective is not to avoid detection, but to 
deceive. Mimicry may be found in nature where to avoid being attacked by 
predators, a species assumes a form that resembles another species that is 
either poisonous, known to taste bad, or is dangerous. For example, with 
certain butterflies, black spots on their wings make them visually distinct. 
However, this coloration serves to repulse predators due to the black spots 
resembling eyes, creating the appearance of an owl or other large predator.

Internet phishing attacks can take mimicry to extraordinary lengths in an 
effort to confuse intended victims and cause them to inadvertently down-
load nefarious software. In this case, the objective is to recreate the proper-
ties of a signal that would generally be considered harmless and potentially 
even helpful or to disguise the phishing attack as a signal that would oth-
erwise be trusted. Likewise, the same occurs with cyber social engineering 
where individuals convince their victim that they can be trusted or that they 
are harmless, and they use this trust to gain access to computer systems 
and facilities that they would not otherwise be allowed to access. In each of 
these cases, the secret lies in recognizing the critical properties of the sig-
nal being mimicked. These properties may be physical (e.g., the presence of 
corporate logos or the layout of an official email) or social (e.g., the language 
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used in legitimate emails or the demeanor of a genuine computer support 
technician), with the corresponding features faithfully recreated and per-
haps exaggerated.

One means of mimicry is to assume the identity of someone who would 
otherwise be trusted. In a study of email phishing, college students’ social 
networks were combed to construct phishing emails disguised to be from 
people within each student’s social network (Jagatic et al., 2005). The stu-
dents responded to 72% of the emails that had been sent from the spoofed 
address of a friend, as compared with only 16% who received equivalent 
emails from an anonymous individual. This finding illustrates the level of 
trust that is placed in personal relationships and how susceptible one can 
be when an adversary has the capacity to mimic an individual or group that 
would otherwise be trusted.

An analysis of phishing attacks revealed a variety of approaches that take 
advantage of perceptual processes to deceive email recipients (Dhamija et al., 
2006). These approaches include the following: (1) “typejacking,” where the 
letters of a web address are substituted with letters that appear similar (e.g., 
with www.paypa1.com, the letter “l” may be replaced with the number “1”); 
(2) images masked as text, where what appears to be text linking to a website 
is actually an image of that text with the image linked to a different website; 
(3) images that look like legitimate windows or dialog boxes, with buttons, 
menus, or links, but are actually surreptitious links; (4) illegitimate windows 
that appear adjacent to or overlay legitimate windows; and (5) replicas of 
legitimate websites that contain links to nefarious software or data entry 
fields where users may voluntarily enter personal information.

The Cyber Watering Hole

It is a familiar scene. On the arid plains, everyone needs water. Sooner 
or later, everyone must visit the watering hole. Predators know this, and 
they know that if they wait long enough, their prey will come. We have 
seen images of lions lurking in the shadows as their prey come to get 
water and then, suddenly, they quickly and violently attack. The hack-
ers had expropriated this idea. They had established a valuable resource 
on the Internet that was openly available to anyone. Their prey had 
discovered the resource and regularly visited the website. In this case, 
the website offered content that was of value to those working in the 
tech industry and visitors came from companies around the world. Yet, 
much like the lion quietly sitting in the shadows, the site contained seem-
ingly legitimate links that if clicked, executed an attack. In this case, this 
involved the surreptitious uploading of nefarious software onto the visi-
tor’s computer.

This is how the incident began. Employees of Google, as well as US 
defense contractors and other companies, unknowingly downloaded the 
nefarious software onto their computers. The standard virus detection 
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software was in place, but due to the hackers having used multiple levels 
of encryption, it was not detected. Actually, some of the exploits that were 
employed had been known for some time. Once the software had infected 
the machines, it then established a portal back to the hackers who then 
began to scour the networks looking for other vulnerable machines. The 
primary attack and data exfiltration were timed to occur in mid- to late 
December, coinciding with the Christmas holidays, so the hackers could 
take advantage of lightly staffed information technology departments.

The hackers had taken precautions to not just avoid detection, but to 
also conceal their identity. Prior to commencing operations, they had 
stolen accounts from a service known has Rackspace that provides com-
panies with remote servers. Using these accounts, the hackers were able 
to command and control software on the infected machines through 
these remote servers. When analysts began to look for the trail leading 
back to the hackers, it took them to these stolen accounts, which resided 
on servers in Illinois, Texas, and Taiwan.

As the hackers scanned the company networks, they searched for 
machines with vulnerabilities that they could exploit. This could be a 
machine that had not been regularly patched and could be accessed 
through vulnerabilities in common desktop software applications. They 
searched for databases of source code and other intellectual property 
from the companies, as well as credentials that could be used to gain 
access to other computers and resources on the network.

Perhaps most significantly, Google is the proprietor of Gmail, which 
is used by individuals and groups of all stripes. When the US Federal 
Bureau of Investigation (FBI) and other law enforcement agencies 
suspect someone of committing criminal activity, they often obtain 
a court order that allows them to access the person’s Gmail accounts. 
For these cases, Google had established a backdoor to Gmail for use by 
law enforcement. The hackers managed to gain access to this backdoor. 
Consequently, they gained knowledge of who the FBI was investigat-
ing, including individuals suspected of espionage. From an intelligence 
perspective, this was an incredible achievement in that with one cyber-
attack, information had been gained for which traditionally the intel-
ligence agencies would have invested tremendous amounts of time and 
resources to secure. Additionally, the hackers gained access to the Gmail 
accounts of individuals in whom they had an interest, with these being 
primarily individuals considered to be dissidents and activists opposed 
to their government.

This incident illustrates how perceptual features can be used in an 
adversarial manner. The watering hole was designed to resemble a legiti-
mate website. It served as a lure to attract prey, concealing the underlying 
danger. Furthermore, the link that surreptitiously uploaded the nefari-
ous software was actually a legitimate link. The prey never realized that 
they had become victims. Encryption served as a basis for concealment, 
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preventing detection by mechanisms that would have ordinarily recog-
nized the threat, blocked it, and warned computer security personnel. 
Using the stolen computers as an intermediary allowed the hackers to 
cover their tracks, making it difficult for authorities to link the crime to 
its perpetrators. While there are suspicions, there has been no definitive 
attribution. This was a well-orchestrated, sophisticated attack that has 
come to be known as the Google Aurora incident and provides an illus-
tration of the manner in which hackers take advantage of perceptual pro-
cesses as an intrinsic element in their strategies.

Dhamija et al. (2006) conducted a study in which they presented subjects 
with either spoofed versions of actual websites or authentic websites, and 
asked the subjects whether they believed the websites were real or fraudu-
lent. They found that, on average, the subjects were fooled about half the 
time, with there being no relationship between the likelihood of being fooled 
and the reported number of hours using a computer or experience using 
Internet browsers. It is particularly striking that the best-spoofed websites 
fooled 90% of the participants, with one of these spoofed websites being that 
for a bank. This research illustrates the extent to which people are vulner-
able to relatively simple mimicry within the context of their everyday lives. 
It should also be noted that this occurs despite mechanisms that are meant to 
lessen users’ vulnerability to deceptive activities. For example, Dhamija et al. 
(2006) reported that 68% of their subjects ignored pop-up windows warning 
them that a website appeared to be fraudulent.

Decoys are a variant on mimicry. Often, a decoy may serve as a source of 
distraction. In martial arts, an important skill is the ability to perform an 
effective feint. A feint involves pretending to attack (e.g., pretending to throw 
a punch) and once the opponent moves to defend against the feigned attack, 
the attacker takes advantage of the resulting opening with his or her actual 
attack. For a feint to be effective, it should not only have the same perceptual 
properties as a real attack, but it should also exaggerate those properties to 
help ensure that it gets the attention of the opponent and, ideally, elicit a 
reflexive reaction. In Shaolin-style kung fu, which is a sport in which I have 
participated for many years, one of my favorite techniques involves feigning 
a sweeping ridge hand to the side of the head. I execute the ridge hand with 
my lead hand as a big circular movement so that it not only can be readily 
detected, but it also draws my opponent’s attention to the side. Then, my real 
attack comes from the rear hand and involves a reverse punch (i.e., palm 
of fist facing upward) to the abdomen, which my opponent usually never 
senses, since my decoy (i.e., the ridge hand) has drawn my opponent’s atten-
tion away from his or her midsection. I have always believed that the key to 
the effectiveness of this technique lies in the exaggerated movement associ-
ated with the ridge hand. As this example illustrates, a decoy may be made 
more effective by exaggerating or amplifying the perceptual cues that trig-
ger a response in a way that may begin to resemble a supernormal stimulus.
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What does the brain see when presented with a decoy? Essentially, it sees the 
same thing it would see if presented with the object being mimicked by the 
decoy. In a study of the early stages of visual processing, Ress and Heeger (2003) 
presented subjects with images of gratings composed of contrasting dark and 
light tiles that either did or did not contain an embedded figure (see Figure 4.2). 
As the subjects viewed the images and indicated whether they believed a fig-
ure was or was not present, fMRI measurements of their brain activity were 
recorded. As shown in Figure 4.3, an analysis of the fMRI data allowed the 
researchers to distinguish the patterns of activation in the visual cortex that 
corresponded to trials in which a figure was present (i.e., hits) from trials in 
which a figure was not present (i.e., correct rejections). The researchers then 
considered trials in which the subjects made a false positive response, meaning 
that they said a figure was present when the image did not actually contain a 
figure. In these trials, the level of brain activation was similar to that observed 
in the trials in which the subjects correctly responded that a figure was pres-
ent. Thus, from the perspective of brain activation, there appeared to be little 
distinction between images in which an actual object was present and images 
in which an object appeared to be present, yet was absent. It may be conjectured 
that in the trials in which the subjects exhibited a false positive, there were 
some elements of a figure present (e.g., a few tiles arrayed in a configuration 

(a) (b)

(c) (d)

FIGURE 4.2
(a–d) The stimulus conditions used in Ress and Heeger (2003) involved gradients in which a 
pattern was either present or absent. (From Ress, D. and Heeger, D.J., Nature Neuroscience, 6, 
414–421, 2003. With permission.)
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that resembled a figure), but not the entire figure. In these trials, once the brain 
had detected a few cues that a figure might be present, it may have filled in 
the remaining details, creating the perceptual experience that the figure was 
actually present. This principle applies to decoys. If the brain is presented with 
a few essential cues, it has the propensity to fill in the missing details, creating 
the sense that the actual object is present, when in fact it is merely a decoy.

Perceptual Activities the Brain Does Well

The preceding sections have addressed facets of perception that can cause an 
individual to misinterpret situations. Yet, with respect to perception, there 
are some activities for which the brain is surprisingly adept. In the following 
sections, I describe several of these innate aptitudes.

Associations between Perceptual Form and 
the Actions Afforded by an Object

The brain has a natural capacity for recognizing how an object might be used 
based on its perceptual form. The association between an object’s perceptual 
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(a–d) The fMRI response from brain regions associated with processing perceptual stimuli 
was similar for trials in which the target was present and there was a false positive in which 
subjects falsely reported the presence of the target when the target was actually absent. (From 
Ress, D. and Heeger, D.J., Nature Neuroscience, 6, 414–421, 2003. With permission.)
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form and the actions made possible by the object is referred to as an affordance 
(Gibson, 1979). After standing for a long time, one may look around and rec-
ognize that any one of a number of surfaces offers a place to sit down. It 
might be a rock, a tree stump, or a concrete block. Each of these objects has 
physical characteristics that afford sitting. In particular, they are solid, have 
a relatively flat horizontal surface, and are sufficiently elevated from the 
ground to accommodate a seated posture. None of them is designed to be a 
chair, yet given the impetus to sit down, any surface with the right character-
istics will be recognized to afford sitting, whether or not it was designed for 
this purpose. In fact, architects often incorporate these features into build-
ings or landscaping (e.g., slabs of concrete may be placed near ground level 
outside a building where people are expected to spend time milling about). 
Likewise, by observing the unintended uses of certain architectural features, 
it is often evident what unanticipated needs are being addressed by people 
in an ad hoc manner. For example, impromptu footpaths in otherwise grassy 
lawns suggest points at which designers did not appreciate the most efficient 
flow of foot traffic and provide suitable walking surfaces. As a result, seeing 
a surface that afforded walking, people created shortcuts.

Within the brain, the motor cortex issues commands to the musculature 
of the body to enable us to carry out various actions. For common actions, 
memories are established within the motor cortex (i.e., motor programs) 
that consist of the corresponding neuromuscular commands. As shown in 
Figure 4.4, it has been observed that when presented with an image of an 
object that affords certain actions (e.g., a hammer), there is activation of the 
motor cortex comparable with the activation that would occur if the per-
son was actually using the object (Buccino et al., 2009). Furthermore, merely 
looking at a picture of an object is sufficient to trigger activation of the motor 
cortex. Through this activation, perceptual processes have the ability to 
prime the motor cortex, readying an individual for the potential actions that 
an object might afford.

Affordance-based priming may extend beyond physical actions to similarly 
prime memory representations of language. Costantini et al. (2011) showed 
subjects three-dimensional (3-D) pictures of various objects. Afterward, the 
subjects were presented with a verb and were asked to indicate if the verb 
was appropriate for the object. The verbs either conveyed a function, a manip-
ulation, or an observation. For example, shown a drinking glass, the func-
tion verb might be “to drink,” the manipulation verb might be “to grasp,” 
and the observation verb might be “to look at.” They found that the subjects 
responded fastest to the manipulation verbs, suggesting that the images had 
primed the corresponding motor actions, enabling the subjects to respond 
slightly faster to these verbs. Interestingly, this effect was strongest when the 
3-D objects were presented at a reachable distance, as compared with their 
being presented at a distance that was slightly out of reach.

Fischer and Dahl (2007) demonstrated that affordances can affect perfor-
mance for tasks that bear no relevance to the actual affordance. Their subjects 
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viewed a coffee cup that rotated so that the handle came in and out of view. 
The subjects were asked to indicate when a dot changed color. The dot was 
always at the center of the image and was always visible, despite the orienta-
tion of the cup’s handle. The subjects responded faster when the cup’s handle 
was in view than when the handle of the cup was obstructed. These findings 
suggest a top-down influence in which the recognition of an affordance pro-
duced more efficient processing of perceptual features that had no relevance 
to the affordance.

The propensity for the brain to recognize and respond to affordances 
provides an opportunity for designers to use perceptual features as a means 
to both ready individuals for forthcoming actions, as well as to attain higher 
levels of task engagement. Affordances are a wonderful tool that, used judi-
ciously, can enhance design by engaging users through triggering uncon-
scious perceptual-motor processes. Affordances may also provide a basis for 
influencing the behavior of an adversary. For instance, by providing a forum 
that facilitates and encourages communication, accompanied by an admir-
ing audience, one might be lured into divulging sensitive or incriminating 
information. This can be seen in situations where criminals are identified as 

FIGURE 4.4
The stimuli used in the study by Buccino et al. (2009) consisted of objects oriented to accom-
modate either a left or a right hand grasp and presenting a normal handle that could be easily 
grasped or a broken handle. (From Buccino, G., Sato, M., Cattaneo, L., Roda, F., and Riggio, L., 
Neuropsychologia, 47, 3074–3078, 2009. With permission.)
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a result of their having boasted of their deeds within the context of an online 
community. In other cases, an affordance may serve as a distraction. For 
example, with medieval fortifications, passageways were often structured 
in a maze-like configuration where paths doubled back on one another as a 
means to delay an adversary’s assault and lure them into traps or ambushes. 
While an affordance may not always elicit the desired response from an 
adversary, often the mere presence of the affordance is sufficient to cause 
indecision, and in the right circumstances, achieve an effective misdirection.

The Brain Orients toward Moving Stimuli

The capacity to recognize moving objects is one of the most basic mecha-
nisms by which perceptual processes contribute to the survival of many 
animal species. We are uniquely sensitive to movement. With vision, our 
eyes are automatically drawn to moving objects. Similarly, a moving sound 
source or tactile stimulus can readily elicit an orienting response. Moving 
stimuli are not merely detected, but a special significance is assigned to them 
that often results in their entering conscious awareness, even if for a fleeting 
moment (e.g., the fleeting awareness of an insect flying past our face), while 
equivalent stationary stimuli go unnoticed.

Our heightened sensitivity to movement allows us to quickly recognize 
those facets of our environment that are dynamic and changing and, conse-
quently, may signal the need for an imminent response. Furthermore, move-
ment is interesting and stimulating. Adults and infants will preferentially 
turn their attention to a moving object, with multiple independently moving 
objects being more interesting than a single moving object or multiple mov-
ing objects that move in unison (Rochat et al., 1997). There is a specific region 
within the visual cortex that may be distinguished from the surrounding 
regions due to it sensitivity to moving stimuli (Watson et al., 1993). However, 
the brain does not merely respond to movement, but it also has areas that 
differentially respond to objects moving at different velocities (Orban et al., 
1981). The visual perception of movement is quite complex due to the tim-
escale at which the neural circuitry of the brain must operate. Specifically, 
in the 30–100 ms required for cells in the retina to convert light energy into 
neural signals and the subsequent relay of those signals from the eye to the 
brain, an object may move a considerable distance. This problem is resolved 
through mechanisms that allow the cells of the retina, as well as the visual 
cortex, to anticipate the direction of an object’s movement, enabling minimal 
delay in their response (Berry et al., 1999). Yet, the perception of movement 
goes beyond the immediate psychophysics of the stimulus. Moving stimuli 
can evoke activation of brain regions associated with inferring the intent 
and mental state of other individuals (Castelli et al., 2000). Thus, embedded 
within our perception of movement, there is an appraisal of the relevance 
of the movement to one’s self based on attributions concerning associated 
intentions and causation.
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Movement can be used to make design more engaging. For example, with 
computer screen savers that cycle through a series of pictures, the software 
feature that simulates a camera panning across the images can be compel-
ling. In this case, the object of the picture does not move, but instead the 
perspective changes. Likewise, I have seen the animation features within 
PowerPoint used with tremendous effectiveness to illustrate the dynamic 
aspects of a topic (e.g., the flow of information through a system or an orga-
nization). However, movement for the sake of movement can often backfire. 
I cringe when I see presenters use animation to make the content of their 
PowerPoint slides enter and exit like performers coming on and off stage. 
Movement not only captures an audience’s attention, but it can also be quite 
compelling when it emulates something that actually does move through 
space. However, when movement is attributed to objects for which move-
ment is not an inherent characteristic (e.g., bullet points on a PowerPoint 
slide), the movement is distracting and an annoying source of unnecessary 
sensory stimulation.

Movement suggests that something is changing. From an adversarial point 
of view, it forces the opponent to pay attention. Movement can serve as a 
source of distraction, drawing attention away from more critical activities. 
Following an extended period of inaction, it may be assumed that sensitivity 
to movement will be at its greatest. This is particularly true if the movement 
occurs within a context of uncertainty. Perhaps, more importantly, move-
ment may or may not be of significance. As discussed previously, a good 
decoy captures the attention of an opponent. However, an even better decoy 
sustains an opponent’s interest. Movement may cause an opponent to attend 
to a decoy, but if the opponent must then devote additional resources to ascer-
tain whether the movement is of significance to them, the decoy has occu-
pied the time and resources of the opponent, and distracted him or her from 
other activities. However, the ultimate decoy not only sustains attention, but 
it also misleads its opponent, causing him or her to infer false patterns or 
intents based on a sequence of movements. The key is to tap into the brain’s 
unique sensitivity to movement to create the impression that something of 
importance has changed.

Certain Stimuli Have a Biological Significance

A previous section discussed supernormal stimuli, which are a class of 
biologically significant stimuli that are marked by their capacity to evoke a 
disproportionate response relative to other comparable stimuli. Biologically 
significant stimuli involve objects or actions that have been ascribed special 
significance due to their being critical to the survival of an animal spe-
cies (e.g., a gosling’s capacity to imprint on its mother). There are various 
stimuli that seem to have a biological significance to humans and thus we 
exhibit an innate capacity for recognizing corresponding patterns of sensory 
stimulation.
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Many of the stimuli that might be classified as biologically signifi-
cant involve objects that evoke fear or a general unease. For example, the 
experience of a physical drop-off or a cliff presents a somewhat universal 
approach–avoidance dilemma. There is a curiosity and allure to experienc-
ing an expansive view of one’s surroundings, but an accompanying uneasi-
ness that may cause mild dizziness, weakness in the knees, and even heart 
palpitations, as well as mental images of going over the edge and falling to 
one’s death. In a recent paper, Bracha (2006) described four types of fear-
related brain circuits. Each circuit is rooted in different stages of human 
evolution and highlights separate classes of biologically significant stimuli. 
The first type is the Mesozoic or mammalian-wide fear circuits. These are 
the most deeply rooted and are presumed to be shared by all mammalian 
species. The fear of heights falls into this category, with extensive evidence 
accumulated since the original visual cliff experiments (Gibson and Walk, 
1960) to establish that this fear is manifested in the absence of prior learning 
(Poulton et al., 1998). It has been noted that some individuals exhibit a capac-
ity to operate effectively in high places (e.g., skyscraper construction work-
ers). The apparent absence of a fear of heights seems to run in families and it 
is difficult for nonblood relatives to acquire this. Throughout the centuries, 
there have been examples where people have taken advantage of the human 
proclivity to fear long drop-offs by constructing fortifications on high moun-
taintops where an aggressor would be forced to mount an assault on precari-
ous terrain, confronting his or her fear of heights at every step.

While we generally think of separation anxiety within the context 
of young children, it has been argued that it reflects a deeply rooted 
emotion–motivation system that influences behavior throughout a lifetime. 
Specifically, Fisher et al. (2002) described three such emotion–motivation 
systems, each mediated by a different corpus of neurotransmitters within 
the brain: (1) lust, which evokes courtship behaviors; (2) attraction, which 
steers one to appropriate mates; and (3) attachment, which leads to greater 
parental involvement in caring for children. Bracha identified separation 
anxiety as a Mesozoic mammalian-wide fear circuit, pointing to evidence of 
separation anxiety in the young of mammalian, and even marsupial, spe-
cies. However, as discussed by Fisher et al. (2002), separation anxiety can be 
seen as the avoidance end of an approach–avoidance continuum that may 
serve to promote enduring bonds. Conceived of as an approach–avoidance 
continuum, each of the three emotion–motivation systems described by 
Fisher et al. may be leveraged as a means to promote certain behaviors and, 
at the same time, diminish the likelihood of other behaviors. For example, 
in relation to attachment, online social media sites such as Facebook pro-
mote the development of communities and through “friending” and “lik-
ing,” allow users to cultivate and sustain enduring relationships and, at 
some level, satisfy their needs for affiliation. In contrast, a popular mecha-
nism used by spammers is to insert a message onto a webpage alerting the 
user that he or she has been “unfriended” by several individuals. Rejection, 
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and its extension to banishment and exile, evokes profound emotions in 
people. The spammers use these emotions to capture their victims’ atten-
tion and lure them, offering the promise that they can find out exactly who 
has rejected them. The ability of these mechanisms to elicit a reaction in 
individuals, many of whom may not even participate in online communi-
ties, illustrates the capacity to provoke a behavioral response through sig-
nals that trigger brain circuits underlying the emotional and motivational 
foundations of attachment.

The second type of fear circuit is the Cenozoic or simian-wide fear circuits. 
These fears are shared by all the great ape species (i.e., gorillas, orangutans, 
chimpanzees), as well as lesser apes (i.e., gibbons and siamangs) and many 
species of monkey. Included in this type is the fear of snakes and reptiles. 
The innate propensity to fear these animals was demonstrated in studies 
by Cook and Mineka (1989, 1990), which used laboratory-bred rhesus mon-
keys that had never had any experiences outside the laboratory. One group 
of monkeys observed a video in which other monkeys exhibited a fear 
response to either a toy snake or a toy crocodile. Later, when presented with 
either the toy snake or the toy crocodile, these monkeys reacted fearfully. 
In contrast, a second group of monkeys were shown a video in which other 
monkeys exhibited similar fearful responses to either a toy rabbit or an arti-
ficial flower. After observing this video, the monkeys did not behave fear-
fully when they were later exposed to the same toy rabbit or artificial flower. 
These studies reveal a biological preparedness to recognize and fear certain 
animals. Related to this fear, Bracha (2006) also includes the preparedness to 
respond fearfully to teeth and being bitten. With most primates, the primary 
means of attack involves biting, which is also true for many of the animal 
species that might prey on primates. Consequently, an image of sharpened 
teeth and fangs has the capacity to evoke an emotional response and, simi-
larly, showing one’s teeth serves as a universally recognized expression of 
aggression (Ekman, 1993).

Cenozoic or simian-wide fears also include fear of the dark and fear of 
confined spaces. While the human visual system is not well suited for night-
time activities, our avoidance of the dark goes beyond practicality. This is 
evidenced in connotations associated with darkness. Darkness is associated 
with evil, as in “the Dark Lord,” and misfortune as in “these were dark times.” 
The color black carries the same connotations. It might be said that some-
one has “a black heart.” Likewise, black attire has traditionally been used 
to convey a sinister quality. For instance, adversarial hackers are referred 
to as “Black Hats.” The discomfort that is often experienced in response to 
confined spaces has been linked to the sensation of being trapped and hav-
ing nowhere to escape (Kendler et al., 2001). Within a confined space, flight 
is not an option. Similarly, this fear also manifests itself within our common 
language. We talk about “the world closing in on” someone who has run out 
of options or a person being “trapped” and having “nowhere to go.” These 
expressions tap into a universal recognition that darkness and confined 
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spaces, which often occur together, as in caves, basements, and prison cells, 
present danger and should be avoided.

Bracha (2006) mentioned two additional Cenozoic or simian-wide fears, 
both of which harken back to an earlier section of this chapter concerning 
the breadth of our senses, including the capacity to sense the internal states 
of our body. One of these fears is triggered by elevated carbon dioxide (CO2) 
levels in the body and is associated with the sensation of suffocation. This 
fear is related to another simian-wide fear discussed by Bracha, the fear of 
being immersed in water. Again, there is an approach–avoidance spectrum 
where at one end, there is a strong attraction to water with respect to playing 
and bathing, yet many rituals involve having one’s head dunked in water, 
in some cases symbolizing the act of cleansing (e.g., Christian baptism) and 
in others symbolizing the act of drowning (e.g., hazing-related activities). 
Furthermore, much symbolism surrounds waterfalls, which simultaneously 
portend the experience of being swept away in a rapid rush of moving water 
and falling over the edge of a steep cliff. Still, despite having all the ingredi-
ents to evoke a fearful reaction, large dramatic waterfalls are an enormous 
attraction for tourists around the world.

The second of these internally based simian-wide fears is induced by 
lactate accumulation resulting from extended physical exertion. In certain 
individuals, high lactate levels can trigger a panic attack with profuse levels 
of anxiety and associated physiological reactions (e.g., sweating, accelerated 
heart rate). While lactate-induced panic attacks are uncommon, most peo-
ple are familiar with the sense of helplessness that accompanies conditions 
when the body reaches a level of physical exhaustion such that it is impos-
sible to continue activities.

The next class of fears identified by Bracha (2006) is believed to have 
arisen late in the evolutionary history of the human species and is referred 
to as Homo sapiens specific. These fears would have arisen following the split 
of humans from the other great apes and reflect conditions that uniquely 
affected early humans. Bracha discusses the fear of bloodletting as one 
illustration. People are unusually sensitive to bloody images and often 
exhibit anxiety when receiving a shot or having blood withdrawn that 
exceeds what would be proportionate to the actual pain. Modern horror 
movies highlight graphic depictions of bloody violence and it is generally 
this quality of visual imagery that distinguishes relatively tasteful depic-
tions of violence from depictions of violence that many find senseless and 
unnecessarily horrific.

Also included in the H. sapiens–wide fears are fears implied by compulsive 
behaviors that occur with unusually high frequency in individuals seek-
ing clinical care for obsessive–compulsive disorders and phobias. It should 
be noted that in most of these cases, the compulsive behavior involves an 
exaggeration of a behavior that is otherwise highly adaptive. Bracha (2006) 
identified the following examples of unusually common compulsions and 
phobias:
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• Compulsive lock checking: Barriers and security have a special 
significance for people and there is a profound sense of violation 
associated with the experience of someone or some creature (i.e., 
wild animal) intruding on one’s domain. Stove checking is another 
common compulsive behavior that similarly emanates from anxiety 
associated with the security of one’s dwelling.

• Compulsive washing/cleaning and obsessive fear of contamination: Human 
excrement has been a common mechanism for the spread of disease 
within human populations, historically as well as in modern times. 
Consequently, a deeply rooted concern for cleanliness and disgust 
in response to the smell and sight of human excrement would seem 
natural.

• Compulsive hoarding: Human archeological sites reveal that hoard-
ing appears to be a long-standing pattern of behavior in humans. 
For example, human Paleolithic sites often contain large hoards of 
stone tools and axes that exceed what would actually be needed 
based on the estimated size of the group inhabiting the site (LeBlanc 
and Register, 2003). This pattern of behavior has been linked to the 
prevalence of warfare in ancient times. With regard to the hoard-
ing of food and other objects that are essential to daily survival, 
hoarding may represent an otherwise adaptive pattern of behavior 
in response to past and anticipated shortages. Whether the hoard-
ing of weapons, as is more common in men, or the hoarding of food 
and clothing, as is more common in women (Samuels et al., 2002), 
hoarding is an intrinsic behavioral response that is prone to arise 
in response to certain conditions (i.e., suspected threats or potential 
shortages).

• Irrational fears of insects and mice: As noted above, the hoarding of 
food is adaptive as a means of preparing for anticipated shortages. 
However, food caches generally attract insects, mice, and other 
small rodents. Animals that are drawn to human food caches are 
also prime mechanisms for the transmission of disease. Thus, a 
distaste for insects and small rodents reflects a response to con-
ditions that might undermine one’s own health and that of one’s 
family.

• Irrational fears associated with social situations: The fear of being in the 
presence of strangers or the fear of meeting new people lies at the 
root of commonly reported social phobias. Within human history, 
the experience of being in the midst of a large group of non-blood-
related individuals, especially individuals who differ from one’s 
self, while being observed and scrutinized by them, would generally 
warrant some degree of anxiety. However, in modern civilized soci-
eties, this same anxiety may be amplified to the point that it becomes 
a source of dysfunction.
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Other research has addressed biologically significant stimuli that are not 
linked to fear circuits and an approach–avoidance continuum, or at least not 
to the extent of those identified by Bracha (2006). For instance, it has long been 
established that humans are uniquely sensitive to the visual patterns asso-
ciated with a human gait and can easily distinguish a pattern correspond-
ing to someone walking from other seemingly similar patterns (Johansson, 
1973). Similarly, there is pronounced sensitivity to looming stimuli consistent 
with a rapidly approaching object that has been demonstrated at early stages 
of child development (Schiff, 1965).

From the perspective of design, there is the opportunity to incorporate 
biologically significant stimuli into design as a means to shape behavior 
associated with a product. This is particularly true for the biologically sig-
nificant stimuli discussed by Bracha (2006) in that these stimuli imply an 
approach–avoidance continuum. The fears that are somewhat universal 
across human populations emanate from stimuli that have a shared signifi-
cance, accompanied by privileged access to the neural circuitry underlying 
our experiences of fear, anxiety, and uneasiness. At the same time, many 
of these fears present an inverse that lies on the approach end of the con-
tinuum, which may be employed to enhance the attractiveness of a product. 
Likewise, within social settings, whereas one may be easily put off by situ-
ations that involve forced interactions with strangers, this can be alleviated 
through mechanisms that highlight the similarities and common interests of 
individuals (e.g., common uniforms, mechanisms that indicate shared inter-
ests, acquaintances, or backgrounds).

We Adjust to the Habitual and Become Sensitized to the Provocative

In my office, I have a speaker and a docking station that allow me to 
continuously play music from my iPod. I always have the speaker set to a 
relatively low volume so that my music does not disturb the people in the 
adjacent offices. On a daily basis, I have an experience that never fails to 
amaze me. I will step out of my office for a few minutes and when I return, I 
will be unable to hear the music coming from the speaker. Then, after wait-
ing a minute or so, I will start to hear the music again. There are continuous 
background noises in my office from the fluorescent lights and ventilation 
system. This background noise is sufficient to drown out the music coming 
from the speaker. However, it takes only a minute or so for me to habituate to 
the continuous background noise and once my auditory system has habitu-
ated, I can again hear the sounds coming from the speaker. This example 
illustrates a basic principle of the human sensory systems. There is a pro-
pensity to habituate to continuous stimuli, particularly when those stimuli 
convey little or no meaning.

When a stimulus occurs repeatedly (e.g., auditory tone, visual pattern), 
it begins to trigger less and less activation of the cortical regions that are 
involved in processing the stimulus. For instance, when subjects are shown 
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a visual pattern repeatedly, there is a reduction in the activation observed 
within the occipital, or visual, cortex (Hakan et al., 2000). This reduction 
in cortical activation is accompanied by an increase in the activation of the 
thalamus, a region of the brain associated with early processing and subse-
quent relaying of sensory information. Hakan et al. (2000) suggested that 
the thalamus might operate to modulate the activation of upstream corti-
cal circuits in response to redundant stimuli. Yet, despite there being a 
muffled response to redundant stimuli, the brain continues to process the 
stimuli and is sensitive to unexpected changes (Naatanen et al., 1989). When 
the brain is presented with a redundant stimulus (e.g., a recurrent tone of a 
specific volume and frequency) and, unexpectedly, there is some change to 
the stimulus (e.g., the tone becomes louder or switches to a higher or lower 
pitch), a pronounced wave of activity extends across much of the brain. This 
phenomenon has been referred to as mismatch negativity and it has been 
reported for many different types of stimuli. The brain appears to habituate 
to redundant stimuli, but at the same time, it is unusually sensitive to any 
change in a stimulus. Furthermore, it has been shown that habituation not 
only occurs with perceptual processes, but there is also habituation in brain 
regions that underlie the formation and retrieval of memory, specifically the 
hippocampus (Grunwald et al., 2003). This habituation is manifested in a 
similarly diminished response following repeated exposure to cues trigger-
ing memory retrieval. However, habituation within the neural circuits that 
give rise to memory manifests on a much slower timescale than habituation 
associated with perceptual processes. Consequently, stimuli that one may 
exhibit a diminished response to at a perceptual level may continue to trig-
ger activation of the neural circuits associated with memory and become 
incorporated into the memories of the corresponding experiences.

With design, it can be assumed that there will be habituation in response to 
features of a product that are relatively insignificant. However, this will only 
occur if the features remain constant. Any change in these same features 
will not only evoke a response, but will also trigger an orienting response 
that calls attention to the feature. For example, this often occurs as features 
of a product begin to wear down due to age or excessive use. Thus, straps, 
mountings, and supports that go unnoticed throughout the early lifespan of 
a product may break, loosen, or become discolored and, as a result, become a 
focal point and a potential source of discontent with the product.

The inverse of habituation is sensitization. With sensitization, there is 
an amplified response following repeated exposure to a stimulus. The dis-
tinction between habituation and sensitization primarily lies with the sig-
nificance of the stimulus. Habituation occurs when a stimulus is relatively 
insignificant (e.g., the background noise in my office). In contrast, sensitiza-
tion occurs with stimuli that are somewhat meaningful. For instance, sensiti-
zation occurs in response to stimuli that produce pain or discomfort. A piece 
of clothing that does not fit well or chafes will become increasingly uncom-
fortable over time. A person who has irritating habits will find that others 
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are less and less tolerant of him or her as they become increasingly sensi-
tized to the annoying behavior. In general, following repeated exposure to 
a stimulus, the brain becomes increasingly less responsive to stimuli of little 
significance, while it becomes more responsive to stimuli that are significant.

Much of the research concerning sensitization has concerned stress and 
addiction. With stress, as has often been described in the context of post-
traumatic stress disorder, one becomes sensitized to stimuli associated with 
a traumatic experience and as a result, those same stimuli, or similar stimuli, 
elicit a disproportionate response within the brain (Stam, 2007). In addiction, 
various cues are associated with the addictive behavior, with addicts becom-
ing sensitized to these cues. As a result of this sensitization, the cues that 
addicts have associated with their addictive behavior are amplified to the 
point that they become difficult to ignore, leaving them unable to resist the 
urge to satisfy their addiction (Robinson and Berridge, 1993). For example, 
individuals attempting to recover from a gambling addiction might find that 
merely being in the vicinity of a casino, with the surrounding context, is 
enough to squash their willpower and overcome their intentions to restrain 
from further wagering.

With sensitization, there is an amplified brain response to stimuli that 
extends over broad regions of the brain. In a study conducted by Hugdahl 
et al. (1995), subjects participated in a classical conditioning paradigm in 
which a tone was presented in combination with an electric shock. Once 
the subjects had learned the association between the otherwise neutral tone 
and the aversive stimulus, the electric shock, mere presentation of the tone 
was sufficient to elicit broad activation of the right cerebral hemisphere of 
the brain. As a result of the electric shock, the subjects had become sensi-
tized to the tone and exhibited a pronounced response that engaged many 
different regions of the brain. Sensitization appears to be largely rooted in 
the arousal mechanisms of the brain. A stimulus for which one has become 
sensitized activates neural circuits associated with perceptual processes, but 
additionally, it activates arousal mechanisms within the brain. This has been 
demonstrated through research showing differential activation of regions of 
the brain stem associated with arousal in situations involving sensitization 
to pain (Lee et al., 2008). Thus, with sensitization, due to the influence of 
arousal, brain activation associated with perceptual and other related neural 
processes is amplified.

Generally, sensitization is associated with negative consequences and is 
something that a designer would seek to avoid. Consequently, where one 
might anticipate there being discomfort, displeasure, or pain, a designer 
might seek to isolate aspects of the design so as to minimize the formation of 
associations with the unpleasant experience, and the resulting sensitization. 
However, sensitization may also be used to achieve design objectives. For 
instance, where there are experiences that are known to be enjoyable, one 
might expect to see some degree of sensitization for stimuli associated with 
those experiences. Thus, certain peripheral experiences become part of the 
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pattern of behavior that leads to the desired experience. For example, going 
to an amusement park or a sports arena is generally associated with positive, 
enjoyable experiences. By placing advertisements in the path of those visit-
ing these venues so that they become a peripheral part of their routine, there 
is an opportunity to capitalize on the positive experiences.

A second means by which a designer may apply sensitization to achieve 
design objectives relies on the arousing properties of stimuli for which 
there has been sensitization. Stimuli for which one has become sensitized 
evoke a generalized arousal. This can be effectively put to use in situations 
where one wants to capture someone’s attention or ensure that people are 
alert. For instance, standup comedians, or any other presenters, might begin 
their presentation with a provocative assertion. The comedian may care 
nothing about the assertion and it may be irrelevant to his or her subsequent 
material; however, it serves to get the audience’s attention. While such tech-
niques can quickly become ineffective, if used sparingly and with care, one 
can take advantage of topics for which there is considerable sensitivity as a 
means to get people’s attention and ensure that they are alert.

We Fill in the Pieces to See the Whole

The term gestalt has become incorporated into common vernacular to convey 
the idea of seeing the whole of any object or situation, rather than a mere col-
lection of its parts. Formally, this idea has been expressed as a collection of 
principles that describe various perceptual phenomena (e.g., the law of prox-
imity, which states that similar objects that are close to one another will be 
perceived to constitute a group). Yet, in general, it is a basic property of the 
brain that when presented with various pieces of a recognizable figure, the 
brain fills in the missing pieces and perceives a whole figure.

One of the most common illustrations of the gestalt principles of perception 
involves what is referred to as a bistable figure. A classic example is Rubin’s 
vase, in which, depending on one’s perspective, the figure appears as either 
a vase or two faces looking toward one another. Within the brain, fast fre-
quency, gamma-band activity is associated with active perceptual or cogni-
tive processing. When Rubin’s vase, or other bistable figures, is rotated, there 
is an orientation at which the vase or faces are seen most clearly (see figure 1 
in Keil et al., 1999). Within the visual areas of the brain, gamma-band activ-
ity increases when the figure is in the vertical orientation that most clearly 
affords seeing either the vase or the two faces (see figure 6 in Keil et al., 1999). 
This indicates an increased coordination of fast frequency neural activation 
when the figure appears at an orientation at which specific objects are per-
ceived, in contrast to other orientations of the figure in which no discern-
ible object is perceived. Furthermore, as demonstrated using the Kanizsa 
square (i.e., a figure with four darkened circles arranged in a grid with slices 
removed from each circle to suggest the image of a square), the increased 
coordination of activity is combined with an amplification of activity in 
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response to seeing the illusionary square (Hermann and Bosch, 2001). This 
research demonstrates that given perceptual ambiguity, the brain tends to 
separately process the various elements of a scene, but once the brain is able 
to put the pieces together to form a recognizable object or shape, there is an 
amplification and coordination of the corresponding neural activation.

Where the common experience of an object involves multiple sensory 
modalities (e.g., the sight and sound of an object), the propensity to fill in the 
missing pieces spans the relevant sensory modalities. In a study reported 
by Meyer et al. (2010), subjects were presented with muted video clips that 
depicted familiar objects without the accompanying sounds. It has been 
demonstrated that within the auditory regions of the brain that process 
sound, memories for the sound of objects from certain categories of objects 
are localized to specific areas. For example, memories for the sounds made 
by different animals will be grouped together within a distinct area of the 
auditory cortex. Likewise, the sounds associated with different musical 
instruments will be grouped together. For this study, the researchers used 
three categories: animals (e.g., howling dog, mooing cow, crowing rooster), 
musical instruments (e.g., violin, bass, piano), and general objects (e.g., chain-
saw cutting wood, glass vase shattering, coin being dropped). Each of these 
categories of objects could be distinguished on the basis of their activating 
a specific area of the auditory cortex. When the subjects viewed the video 
without sound, it was observed that there was activation in the region of the 
auditory cortex that would ordinarily have been activated in the presence of 
the corresponding sound. For example, when watching the muted video of 
the dog howling, there was activation in the area that would have been active 
had the subject been presented with the sound of a dog howling, without 
the video. Here, the brain had expectations that spanned multiple sensory 
modalities, and when sensory information from only one modality was pre-
sented, the brain filled in the missing pieces.

For designers, there is a risk that patterns may be observed inadvertently, 
giving rise to the perception of objects or symbols that are not relevant to 
the actual design, and may serve as a basis for distraction or misinterpreta-
tion, or even offense. For instance, there is almost no limit to the objects that 
have been attributed phallic symbolism and there are frequent occurrences 
in which architectural features are found to contain patterns that resemble 
the Nazi swastika. On the other hand, there is an artistic allure to designs 
that imply yet do not actually depict familiar symbols or patterns.

More practically, the capacity of the brain to fill in the missing pieces offers 
an opportunity for economies in design. This is well illustrated with sim-
ulation-based training where, to reduce costs, the key features of a system 
are replicated, but many details are omitted. In many occupations, there is 
a desire to train individuals using conditions that closely resemble actual 
operations. However, while actual operations may be simulated with tre-
mendous fidelity, this comes at a great cost. By using low- and medium-
fidelity trainers that only replicate the critical details of an actual system 
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or operations, training may be provided at a much lower cost. I have often 
been asked to comment on the importance of fidelity in simulation-based 
training. Fidelity refers to the extent to which a simulated system matches 
the real system or actual operations. Speaking solely from the perspective of 
knowledge of the brain, I can say that there is a propensity for the brain to 
fill in the elements that are missing in low- and medium-fidelity simulators. 
However, the trainee must have sufficient experience with the actual system 
to expect those elements that have been omitted in the simulator and fill in 
the missing pieces. This suggests that for experts, low- and medium-fidelity 
simulators may be adequate because these individuals know what to expect 
and their brains fill in the missing pieces. In contrast, novices have little or no 
experience with the actual system and are unable to fill in these missing ele-
ments. As a result, novices are more likely to be surprised when their experi-
ences with the actual system do not correspond to the experiences they have 
had during training or they fail to generalize what they have learned during 
training to actual operations.

Brains Naturally Categorize

If every object was distinct and it was necessary to appraise every object 
individually, this would make our everyday lives intractable. The brain has 
greatly simplified the problem through categorization. If an object can be 
recognized as a member of a known category, then all the knowledge that 
has been accumulated concerning this category can be attributed to the 
object. On seeing an object for the first time, individuals may immediately 
draw on knowledge that they have acquired over their lifetime. For example, 
birds are common objects for which almost everyone has some familiarity. 
When we go to the zoo and see a species of bird that we have never seen 
before, we know what to expect. We know that they have wings and can fly, 
and that they lay eggs and raise their young in a nest. It is the exceptions to 
the category that usually generate interest (e.g., birds that do not fly) and we 
take notice of evolutionary vestiges, such as the wings possessed by chickens 
and other birds that have lost the capacity for flight.

When presented with a familiar object, activation occurs within neural cir-
cuits of the brain that underlie our knowledge of that object. Generally, this 
activation is quite diffuse, spanning broad regions of the brain. However, 
using brain imaging techniques, it may be observed that brain activity tends 
to be most intense within specific areas. Numerous reports have illustrated 
that areas that are activated by specific categories of objects may be isolated 
(see Thompson-Schill, 2003 for review). For instance, in one of the earlier 
studies (Spitzer et al., 1995), subjects were shown pictures of different items 
from one of four categories (i.e., furniture, fruit, animals, or tools) and were 
asked to name each object. When comparing the brain regions that were 
most active, it was found that there was a somewhat different pattern of 
activation for each of the four categories. The regions that were activated 
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varied for each subject, with this attributable to life experiences having dif-
ferentially shaped the brains of each individual. However, during tests that 
were administered on different days, the areas that were activated by a given 
category were essentially the same for a given subject. Other studies have 
reported similar findings when comparing activation with living versus 
nonliving objects (Mummery et al., 1996); animals versus tools (Martin et al., 
1996); and animals, tools, faces, and houses (Chao et al., 1999). These findings 
indicate that the brain not only distinguishes between objects, but it also 
makes distinctions based on the similarity of objects with regard to known 
categories, with these distinctions evidenced through there being localized 
activation of brain regions associated with different categories.

More recent research has suggested that the dimensions along which cate-
gories of objects differ are reflected in the organization of the brain areas that 
are activated by these objects (see figures 2 and 7 in Connolly et al., 2012). 
In one study, fMRI was recorded as subjects viewed images of six different 
species of animals, with two each from the categories of primates, bugs, and 
birds. In a second study, there were 12 species with 4 each from the catego-
ries of mammals, reptiles, and bugs. When the regions that were activated 
by each category were compared, there were two primary dimensions. One 
spanned from primates to bugs and the second spanned from mammals to 
bugs. Interestingly, the areas associated with primates and mammals were 
close to one another and closer to the areas found to be associated with ani-
mate or living objects. In contrast, bugs were more distant and closer to the 
areas found to be associated with inanimate objects. Thus, a primary dimen-
sion along which categories of objects differ involves the degree to which 
we think of an object as a living being similar to ourselves, as opposed to it 
being more similar to inanimate objects.

Within the brain, the organization of different categories of objects is 
somewhat dynamic and reflects learning that occurs over the course of a 
lifetime. These categories embody both the perceptual properties of objects 
and their semantic relationships to similar objects. The propensity to form 
categories and then differentially respond to the world in relation to these 
categories is an intrinsic property of the brain. Furthermore, it is an ongoing 
work in progress with new categories being formed and existing categories 
being revised, with a continuous reorganization of the corresponding neural 
circuitry (Linden et al., 2011; Carlson et al., 2012).

Placed in a given environment, individuals will invariably cope by call-
ing on their categorical knowledge of the world. They will look at objects, 
people, and situations, and relate them to categories that are already known, 
reacting to them accordingly. Yet, at the same time, they will update and 
revise their knowledge of the world based on these experiences. This may 
entail the formation of new categories, or the refinement and elaboration 
of existing categories. From the perspective of design, our understanding 
of systems, products, and experiences has an underlying categorical orga-
nization. However, in the earliest stages of design when a product has not 
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yet been realized, it is necessary for the designer to imagine ways in which 
people will interact with his or her design. Ideally, the design would embody 
the mental model of the designer and that mental model would correspond 
to the mental models of the people who will interact with the product. In 
reality, the categories that people use to organize the world may not comply 
with those of the designer. Furthermore, the ways in which people engage 
with a product may vary from that imagined by the designer, resulting in 
their developing a mental model of the product that is contrary to that of the 
designer. Through their interactions with a product, people will infer rela-
tionships and sense patterns, and based on these relationships and patterns, 
they will form an understanding of the product that will guide their beliefs, 
expectations, and interactions with the product. Furthermore, over time, this 
knowledge will increasingly crystallize to the point that it may become dif-
ficult to see the product in any other way.

What can the designer do? First, one might leverage existing, commonly 
shared categorical relationships. For example, stores are generally organized 
so that there are separate sections for men’s, women’s, and children’s cloth-
ing, which leverages the fact that in our homes, families usually keep their 
clothes separate. Second, one might structure design to facilitate the forma-
tion of certain categorical knowledge, while discouraging the formation of 
irrelevant categorical relationships. Within a graphical user interface, related 
functions may be grouped together and nonrelated functions may be sepa-
rated, thus requiring the user to open a new window or menu to access those 
nonrelated functions. This serves to tell the user that some items belong to 
the same category and that other items are different. Third, where practi-
cal, people may be allowed the opportunity to customize the design in a 
way that makes sense to them with respect to how they use the product. For 
example, the desktop environment of most computing systems allows users 
to place the objects that they want on the desktop and organize them in a 
way that makes sense to them and corresponds to how they use the system. 
Finally, there is much to be said for keeping the design simple so that one 
minimizes both the need and the potential for the development of complex, 
diverse, and perhaps inappropriate categorical understandings of a system.

How to Trick, Confuse, and Otherwise Baffle the Brain

The objective with system design is generally to recognize and orient 
human–systems interactions to take advantage of the intrinsic strengths of 
the human perceptual systems and avoid interactions that rely on activities 
for which human perception is ill-suited. It is worthwhile considering the 
inverse. One might ask, “How might I present a signal that is well within the 
bounds of what the human perceptual systems can sense and recognize, yet 
will likely go unnoticed?” In other words, setting aside the earlier discus-
sion of decoys and mimicry, how can one take advantage of the weaknesses 
inherent in human perception?
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Imagine that the intent is to conceal an auditory signal. For example, one 
may want to signal one’s presence and intent to an ally without an adversary 
knowing about it. First, if the same sound is being emitted from different 
locations, it becomes difficult to distinguish one instance of the sound from 
another. Likewise, if different sounds are being emitted from the same loca-
tion, it may be difficult to separate the sounds and recognize the one that is 
serving as a signal. Both these mechanisms take advantage of limitations in 
the ability to segregate sensory stimulation. It can be confusing when the 
same sound comes from different locations or when the sound for which one 
is listening must be distinguished from other sounds that are all originating 
from the same location.

Second, one can assume that an adversary is sensing patterns, whether this 
is occurring at a conscious or an unconscious level. Thus, as the predictabil-
ity of a signal increases, it will become more easily recognized. To success-
fully conceal a signal, one must strike a balance. The presence of a discernible 
pattern within a stimulus will draw attention to the stimulus. However, an 
unpredictable signal, within the context of an otherwise predictable back-
ground, will also draw attention to the signal. Consequently, the regularity 
of a signal should mimic the regularity that is naturally present within the 
background so that the regularity of the signal does not provide a cue for 
recognizing the signal.

Third, people are sensitive to boundaries. Boundaries demarcate the 
beginning and end of meaningful units. Distinct stops and starts within a 
signal serve as boundaries and alert a listener to the beginning and end of 
something that may be potentially meaningful. To conceal a signal, conti-
nuity, with there being no distinguishable starts and stops, will deny the 
listener the boundaries that would otherwise facilitate his or her ability to 
recognize the presence of a signal.

Similarly, the presence of dead spaces where there is little or no stimulation 
creates a contrast against which any signal that intrudes will be particularly 
noticeable. Thus, the broadcasting of a signal should be timed and placed so 
that it does not coincide with a dead space. In this regard, one might broad-
cast continuous background noise that has the effect of eliminating the pres-
ence of any dead spaces.

As previously noted, it can be difficult to isolate a specific signal when 
similar sounds are being emitted from multiple sources. Likewise, a moving 
source can be difficult to discern. Distinguishing the “what” of the signal 
and the “where” of the signal involves somewhat different perceptual mecha-
nisms. In challenging situations, while it may be possible to discern one, it can 
be difficult to simultaneously discern both. Consequently, when the signal is 
emitted from a moving source, conditions may arise where distinguishing 
the location of the source prevents recognition of the content of the signal, 
and vice versa.

Finally, when an individual is distracted and faced with other percep-
tual and cognitive demands, it becomes more difficult to recognize a signal. 
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Many years ago, I had the opportunity to work with one of the major auto-
mobile makers. We were experimenting with technology that would use 
data that were available on the car to recognize when the driver was in a 
challenging driving situation (e.g., changing lanes to overtake another car or 
merging onto a busy highway). One of the ideas considered was to lower the 
volume of the radio when the driver was in a difficult situation so that the 
radio did not serve as a source of distraction. There was an unusually pro-
found effect that when driving, one did not notice that the volume had been 
reduced and subsequently returned to its original setting. However, as a pas-
senger, the automatic volume adjustment was quite apparent. This example 
illustrates how task demands can affect our sensitivity to perceptual input. 
Consequently, if a signal can be timed to coincide with periods in which an 
adversary is distracted by other task demands, then the adversary should be 
less likely to recognize the signal.

These are a few means by which an auditory signal may be concealed. 
This does not speak to what may be accomplished given the technology to 
augment human perceptual processes, but assumes that the adversary must 
recognize the signal using only his or her perceptual systems. This example 
has focused on the concealment of an auditory signal. With other sensory 
modalities, these mechanisms may be more or less effective, and there may 
be other mechanisms that can be used. It is important to recognize that the 
human perceptual systems have certain strengths that can be leveraged in 
design. Likewise, the human perceptual systems have certain weaknesses 
that can be leveraged in adversarial situations.

Perception Is Not a Continuous Process

Historically, there has been a tendency to conceive of human perception 
as a continuous, ongoing process in which bottom-up processing of stimu-
lus information gives rise to perceptual experiences, which then feed into 
cognitive processes. This assumed continuity is understandable given that 
our conscious experience is continuous and free of periodic disruptions. 
Likewise, we have extensive experience with machines and electronic 
devices that function on a continuous basis, whether it be a gear that rotates 
at a speed that is proportionate to the energy supplied from a drivetrain 
or an electronic device that produces transmissions that are proportionate 
to the input signal. However, these experiences can be misleading when 
trying to understand the functioning of the human brain. For example, 
consider vision, where our experience is of a continuous stream of visual 
input corresponding to the world around us. The reality is that the visual 
signals from the eyes are intermittent, coming and going with the saccadic 
twitches of the eyes, yet the brain fills in the holes to produce a continuous 
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experience. Perception is best described as a multiphase process, with the 
operations at each phase being subject to ongoing modulations of the cor-
responding neural circuitry, and the results manifested through variabil-
ity in our moment-to-moment performance of tasks reliant on perceptual 
processes.

Using EEG-based electrical recordings of the activity of the brain, the coor-
dinated activity of neural circuits can be observed in the frequency charac-
teristic of the EEG signal. If variations in the amplitude of the signal over 
time are charted, these variations will form waves with recognizable peaks 
and troughs. Frequency describes the number of waves that occur within 
a given time frame. For example, if the time between the peak of one wave 
and the peak of the next wave is 100 ms, then in the period of 1 s, 10 of these 
waves will occur. This signal would be said to have a frequency of 10 Hz. 
When looking at the signal emanating from a given recording site, there 
are generally many different frequencies simultaneously present within the 
signal. However, often there will be a dominant frequency with the signal 
strongest for this frequency. This is indicative of a large population of neu-
rons that are pulsing in a coordinated manner. Research has shown that the 
timing of a stimulus relative to the dominant waveform impacts the likeli-
hood that the signal will be detected and the subsequent salience of the sig-
nal (Wyart and Sergent, 2009).

When at rest, the rear region of the brain, which is largely involved in 
visual processing, is dominated by activity with frequencies of approxi-
mately 10 Hz. In research by van Dijk et al. (2008), it was shown that the 
amplitude of this activity correlated with the likelihood that subjects would 
detect a visual stimulus for which the intensity of the stimulus was near the 
threshold for detection. Faint stimuli were more likely to be detected if the 
populations of neurons within the visual cortex were pulsing, or oscillating, 
in coordination with one another, with the likelihood that a faint stimulus 
would be detected correlated with the degree to which there were coordi-
nated oscillations.

Subsequent research has considered the timing of the stimulus relative to 
the phase of the dominant frequency (Busch et al., 2009; Mathewson et al., 
2009). In other words, at the time that the stimulus was sensed, was the wave-
form rising toward its peak or falling toward its trough? These researchers 
have reported that when the amplitude of the waveform is lowest, or the 
wave is on its downswing, subjects are less likely to report having seen a faint 
stimulus. Comparing the phase of the waveform with the greatest likelihood 
of detection (i.e., the upswing) to that with the lowest (i.e., the downswing), 
there was a 12%–16% difference in the likelihood of detecting the stimulus. 
This same effect has been shown for auditory stimuli in studies that have 
used transcranial direct current stimulation (tDCS) of the brain to manipu-
late frequency characteristics. By manipulating the waveform through direct 
electrical stimulation of the brain, the likelihood of detecting an auditory 
stimulus could either be increased or decreased (Neuling et al., 2012).
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In the design of systems, one must constantly contend with the variability 
in performance that is intrinsic to human operators. The research described 
here points to one source of variability. Specifically, the human brain under-
goes continuous fluctuations and these fluctuations may translate into 
moment-to-moment variations in performance. Perhaps more importantly, 
this research highlights how the variability that is intrinsic to the human 
brain can affect recognition of stimuli that are near the threshold for detec-
tion. The human brain is unlike a machine that operates in a continuous 
manner. Instead, the human brain is in continuous flux. Consequently, there 
will be a certain range of variability in the performance of operators that 
cannot be eliminated through training or other related mechanisms. This 
suggests the need for systems to be designed so that they are tolerant of a 
range of variability in the performance of human operators, with this being 
particularly true when systems require that operators function near the lim-
its of their capacities.

Perceptual Processes May Be Flexibly 
Adapted to Circumstances

Chapter 2 discussed the inherent plasticity of the human brain and made 
the point that through experience, we continuously shape our brains over 
the course of a lifetime. With perceptual processes, plasticity is evidenced 
in the expansion of brain regions following extensive practice of an activ-
ity that relies on a particular sensory modality. For instance, in individu-
als who are blind, there is activation of brain regions normally associated 
with vision during the performance of a task that requires the sense of touch 
(Sadato et al., 2002). This activation of visual areas during a tactile task was 
not observed in individuals with normal vision. Furthermore, the extent to 
which the visual areas were engaged by the tactile task was much greater 
in individuals who lost their sight prior to the age of 16 years, as opposed to 
those who lost their sight later in life. Similarly, in deaf people, it has been 
shown that visual stimuli activate areas of the auditory cortex that would 
ordinarily be responsive to sound stimulation (Finney et al., 2001). Thus, in 
extreme cases, the processing of one sensory modality can encroach on brain 
regions associated with the processing of other sensory modalities, taking 
over the associated neural circuits.

Less pronounced illustrations of brain plasticity associated with perceptual 
processes have been described in musicians. When one plays a musical instru-
ment, one engages sensory processes linked to fine motor control. Research 
has demonstrated anatomical differences in the brains of musicians as com-
pared with nonmusicians. In musicians, areas involved in listening and pro-
ducing music are more extensive and show denser connectivity (Gaser and 
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Schlaug, 2001). Yet, in addition to the anatomical differences, it has similarly 
been shown that musicians’ brains function somewhat differently, exhibit-
ing extreme sensitivity to minor variations in stimuli associated with musi-
cal performance (Russeler et al., 2001). With trained musicians, when notes 
were off by a mere 20 ms, a response was triggered within their brains that 
would normally occur with an unexpected, surprising, or deviant perceptual 
stimuli. At 50 ms, nonmusicians responded to the mistimed performance. 
However, at 50 ms, the brain response of the musicians was still much more 
pronounced than that of the nonmusicians. These studies illustrate that the 
experience that one attains within the course of extensive practice produces 
measurable differences in both the structure and functional capabilities of 
the brain.

Many activities for which individuals may gain expertise involve brain 
functions that are unlike those of activities that would have naturally 
occurred prior to the advent of modern technology. For these activities, the 
intrinsic functional capabilities of the brain may be harnessed and adapted 
to fulfill the new roles. This often involves co-opting brain circuits that were 
originally specialized for other functions. This was recently demonstrated 
in a study of 8- to 10-year-old children who had expressed intense levels 
of interest in Pokemon cards (James et al., 2012). When these children were 
compared with other children who did not share this interest, fMRI record-
ings revealed pronounced activation of the fusiform gyrus, an area linked to 
human face recognition. These children had co-opted the areas of the brain 
that would normally be employed in the recognition of human faces for 
the processing and recognition of the images found on the Pokemon cards. 
When adult experts in Pokemon were studied, they showed the same pattern 
of activation of the fusiform gyrus face recognition region of the brain as the 
child experts. In fact, the level of activation associated with the Pokemon 
cards in both the child and adult Pokemon experts was greater than the 
activation of the face recognition region when viewing actual faces. These 
findings suggest that with expertise, the brain applies neural circuitry rel-
evant to the activity (i.e., in the case of the Pokemon experts, this was the 
neural circuitry associated with recognizing faces) and these neural circuits 
may become finely tuned to the trained activity, even to the extent that brain 
regions respond more robustly to the trained activity than the activity for 
which the brain regions are presumed to be specialized.

The brain is remarkably flexible and can adapt to a broad range of activi-
ties, many of which would not exist if it were not for the demands of mod-
ern technology. The brain does not develop new functional capabilities, but 
instead applies existing capabilities, perhaps in new ways, and then hones 
and elaborates those capabilities to attain increasing levels of skill. The 
designer might ask “what perceptual, cognitive, and motor skills are essen-
tial to successful performance within the context of a system and what exist-
ing skills might be leveraged in developing these skills?” Understanding that 
face recognition might be leveraged in recognizing abstract symbols or that 
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language skills might be leveraged in learning and remembering otherwise 
meaningless codes (e.g., computer passwords), the design can then accom-
modate the ability to leverage these functions. Assuming that the designer 
has found a good match, the brain can then be relied on to facilitate this 
process through adaptation and specialization of the corresponding neural 
circuits, enabling skills to emerge that have little precedent within individu-
als’ previous activities.

The External World Is Replicated within the Brain

That our brains are so adept at capturing memories of events that we can 
later recall is a wonderful gift, allowing us to reexperience the sensations 
of our most pleasant experiences. Granted, these recollections are not exact 
replicas and, over time, they diminish in clarity and detail. But still, whether 
consciously recalled during a quiet moment or brought to life within a 
dream, perceptual experiences can be strong enough to trigger many of the 
same emotions that we experienced during the original event.

When our brain imagines a sensory experience, it reengages the neural cir-
cuitry that would normally be engaged if we were directly experiencing the 
same event. For instance, if one is asked to visualize a face, activation occurs 
in the brain regions that would normally be active if attending to someone’s 
facial features (O’Craven and Kanwisher, 2000). Similarly, imagining being 
in a specific place generates activation of the brain regions associated with 
the recognition of places. Thus, the same neural circuitry that is associated 
with the original experience is reengaged when later imagining that same 
experience. However, the activation that occurs during imagination is not 
as pronounced as that which occurs during an actual experience. Yet, this is 
consistent with the sensation that the imagined experience is never quite as 
vivid as the actual experience.

The capability for mental imagery has utility that goes beyond our occa-
sional daydreams. Often, in performing tasks, we need to create an image 
in our mind as a means to recall specific information about an object or an 
event. For instance, if I am giving someone directions, I might recall my per-
ceptual experience from the last time I made the same journey. Similarly, if I 
am asked a factual question (e.g., does a turtle have pads on its feet?), I may 
rely on perceptual recollections to produce an answer. In these situations, 
performance depends on the ability to accurately re-create perceptual expe-
riences (Kan et al., 2003). It has been shown that the cognitive mechanisms 
that are used to actually perform a task are comparable to those that are 
used to visualize performing the task. For example, subjects were shown 
faint images and were later asked to make perceptual judgments (e.g., is 
the object taller or wider) after having been again shown the image or only 



114 Cognitive Neuroscience of Human Systems

allowed to imagine the image. Comparing these two conditions, there was 
greater overlap in the activation of the brain regions associated with making 
a comparative judgment than there was for visual areas of the brain (Ganis 
et al., 2004). Thus, in both conditions, the same cognitive mechanisms were 
employed, whether the judgment was based on actually seeing the object or 
merely visualizing the object.

Given that the brain responds to imagined events in the same way that 
it responds to actual events, imagery offers a mechanism to create richer 
experiences and perhaps bolster learning. However, it is worth noting that 
during imagery, the brain mechanisms involved in performing various cog-
nitive operations may be more engaged than the brain regions associated 
with sensory processes. This suggests that when asked to imagine a given 
situation, the brain regions associated with cognitive operations, whether 
solving a problem or performing some physical activity, will exhibit a more 
pronounced level of engagement. Consequently, it is important that when 
creating experiences involving some degree of imagination, these experi-
ences ask individuals to actively engage in the situation, as opposed to being 
mere bystanders.

Activity in the Brain Does Not Mean There 
Was a Conscious Perceptual Experience

If a group of people are placed in a given situation, perhaps a train station, 
and all are exposed to the same sensory experiences without any distractions 
or other interferences, one might assume that there would be a common per-
ceptual experience. Everyone should be exposed to the same sensory stimu-
lation with activation of the associated regions of their brains responsible 
for processing signals from the corresponding sensory pathways. Within the 
brain, there may be activation that is consistent with the recognition of spe-
cific objects or the recognition of events. However, this does not mean that 
each individual has had an equivalent perceptual experience. Just because 
there is activation in the brain consistent with the perception of a given 
sensory experience, this does not mean that a person has consciously had 
that experience. For a group of people standing in a train station, exposed 
to exactly the same sensory stimulation, each having a fully functioning set 
of sensory systems, the perceptual experiences for which they are conscious 
will vary from one individual to another. Each individual will have his or her 
own unique perceptual experience, despite having been exposed to exactly 
the same sensory stimulation.

In research conducted by Moutoussis and Zeki (2002), subjects were pre-
sented with images of a face and a house in rapid succession, with the dura-
tion of each exposure being extremely brief. For a given trial, the researchers 
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could tell that the subjects had perceptually processed both stimuli because 
of the activation in the brain regions that would normally be activated if 
presented with an image of either a face or a house. However, because the 
stimuli were present for such a brief duration, it was not possible for the 
subjects to consciously recognize both the face and the house. The subjects 
routinely reported seeing one of the two stimuli, but not the other. Another 
group of researchers (Pasley et al., 2004) conducted a similar study, except 
that some of the faces exhibited a distinct expression of emotion (e.g., fear, 
anger, happiness). Their subjects routinely failed to report having seen the 
face. However, not only was there activation of the region of their brains 
responsible for recognizing faces, but there was also activation of a region 
associated with processing emotional stimuli (i.e., amygdala). In this case, 
the subjects had no conscious awareness of having seen a face, but the neural 
circuits of their brains that are responsible for recognizing and responding 
to facial expressions of emotion were triggered (Figure 4.5).

The fact that one cannot rely on different individuals presented with the 
same sensory experience to have similar perceptual experiences presents a 
dilemma for the designer, particularly where it is important to the opera-
tion of a system that individuals sense and behave in a predictable manner. 
The situation is different in art and entertainment where the propensity for 
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Simultaneous stimuli used by Moutoussis and Zeki (2002) in their study illustrating brain acti-
vation in response to stimuli that are not perceived at a conscious level. sf, same faces; of, oppo-
site faces; sh, same houses; oh, opposite houses. (From Moutoussis, K. and Zeki, S., Proceedings 
of the National Academy of Science, 99, 9527–9532, 2002.)
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different individuals to have the same sensory experience, yet perceive it 
differently, can be used to create a more interesting and engaging product. 
In situations where there is a need for people to respond predictably, there 
are many things that can be done to lessen the extent to which individu-
als experience a situation differently. For instance, certain stimuli may be 
made more salient or individuals may be primed to expect and respond to 
certain stimuli. Similarly, individuals may be engaged in ways that elevate 
certain stimuli to conscious awareness. Actions may be required that can-
not be completed without having consciously processed essential stimuli 
or mechanisms may be employed that serve to verify conscious awareness 
of certain stimuli (e.g., it may be necessary to enter a code that cannot be 
attained without having consciously attended to essential stimuli).

On the other hand, one might also ask what can be done to encourage 
people to experience situations differently. In art, this may be done through 
ambiguity and abstraction. The procedure used by Moutoussis and Zeki 
(2002) illustrates another approach in which stimuli are presented in rapid 
succession such that there is only time to consciously process a subset of 
the available stimuli. Another approach involves engaging individuals on a 
personal level so that the experience of each individual is uniquely shaped 
by his or her own personal history. The key point is that in designing the 
sensory ecology that emerges as the product of a given design, there is a 
need to manage the perceptual experience. This may involve a management 
strategy that emphasizes the need for consistency and predictability, with 
the design structured accordingly, or it may involve a management strategy 
that encourages diversity and distinct individual experiences.

Our Brains Are Specially Tuned to the Actions of Others

Previous sections have discussed the brain’s special sensitivity to certain 
stimuli, particularly those that have biological significance. The actions of 
people around us have special significance. Another person’s actions may 
have a direct bearing on our own goals and actions (e.g., as we are walk-
ing across a room to sit on a bench, someone else may take the seat that 
we had intended to sit on); gestures and facial expressions may be used to 
communicate (e.g., someone may motion for us to stay away); and certain 
actions may be specifically directed toward us (e.g., we are handed a plate of 
food). But, perhaps most importantly, it is through watching the actions of 
others that we learn many essential behaviors. While there has been debate 
regarding whether there is a particular neural circuit within the brain that is 
specialized for recognizing and responding to the actions of others (Hickok, 
2009), it is clear that the brain is sensitive to the actions of others (Iacoboni 
et al., 1999). Furthermore, certain brain regions that would ordinarily exhibit 
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activity when performing a given action, display comparable activity when 
watching another person perform the same action.

The neural circuits that selectively respond to the actions of another 
person have been referred to as mirror neurons. Mirror neurons were first 
identified in monkeys when researchers realized that the neural circuits 
associated with reaching and grasping for objects, which were the subject 
of their studies, exhibited comparable activity when the monkeys observed 
the human experimenters perform similar actions (Di Pellegrino et al., 1992). 
Subsequently, these findings were extended with demonstrations that the 
human brain exhibits a similar response (Iacoboni et al., 1999). The activity in 
the mirror neurons seems to involve a simulation of actually performing the 
same activity. This is evidenced by findings showing that the progression 
and time course of the neural activity are comparable with those that would 
occur if the observer was performing the action (Gangitano et al., 2001). This 
helps to explain the finding that when a person observes another person 
perform an activity, the individual is primed to perform the same activity, as 
evidenced by faster reaction times when prompted to perform an observed 
activity, as compared with an equivalent activity that has not been observed 
(Brass et al., 2000). With respect to learning through imitation, when experi-
mental subjects observed chords formed on a guitar and were instructed 
to either merely watch or to watch with the intent to imitate the hand posi-
tions, there were similar patterns of activation in the brain (Rizzolatti and 
Craighero, 2004). This suggests that the activity within mirror neurons that 
results from observing an act, with or without the intent to imitate the act, 
may serve as a precursor for reproducing the same act.

In the presence of others, as we observe their actions, our brains respond 
to these observations, producing patterns of activation comparable with our 
performing the same activity. This primes us to behave in the same way as 
the people around us. In the design of systems, certain behaviors may be pro-
moted by creating a situation where people observe others performing the 
desired behavior. In contrast, where there is a risk of unruly behavior (e.g., 
during sporting and other live events involving tremendous levels of excite-
ment and emotion), a demonstration of riotous or other undesirable behavior 
may serve as a trigger to prime and elicit similar behavior from others. A 
wonderfully benign example can be seen in a YouTube video from Derek 
Sivers entitled “First Follower: Leadership Lessons from Dancing Guy.” This 
video involves an outdoor concert where a member of the audience who 
stands out because he is shirtless begins dancing wildly. Shortly, the danc-
ing guy is joined by a couple of others, and then, more and more, until there 
is a large crowd all dancing together. Sivers uses this video to illustrate 
the importance of the first follower, or the individual who recognizes that 
someone else has a good idea and joins him or her in advancing the idea. 
However, this example also illustrates how watching someone can prime 
the same behavior in others. This is a property of the brain that can be 
applied to achieve productive ends when attempting to steer the behavior 
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of a crowd, teaching various skills, or within the context of entertainment, 
creating experiences where the audience becomes immersed in events. Yet, 
the same propensity within the brain to mirror the behavior of others is also 
present in situations where behavior is potentially dangerous or offensive, or 
merely counterproductive.

Our Sense of the World Is a Product of Our Social Environment

Our brains intrinsically sense the actions of others. Yet, does this sensitivity 
to others manifest in how we perceive the world, and is it evident in our own 
actions? The answer is “yes,” and the effect may largely occur at an uncon-
scious level. When we see someone yawn, it is often difficult to suppress a 
yawn ourselves. Likewise, when watching another person laugh, we may 
find ourselves laughing with them, or at the least, we may find it hard not to 
smile. We similarly mimic the posture and gestures of others. In a group of 
people, see what happens if you assume a posture that is rather typical (e.g., 
hands behind the head while slightly leaning backward), yet is not being 
exhibited by anyone in the room. It is quite likely that shortly, one or more 
others will assume the same posture. With babies, it is quite common that 
after one begins to cry, others will soon also start to cry. Having lived for 
many years in the southern United States, at times during my life, I have 
had a distinct southern accent, although this accent has now largely faded. 
However, I have often noted that after talking to my parents, who retain a 
strong southern accent, hints of my former accent return. All these examples 
illustrate the concept of a contagion. A contagion refers to behaviors, manner-
isms, gestures, emotions, or attitudes that, after observing their expression 
in others, people tend to mimic.

Research by Fowler and Christakis (2008) illustrates the practical impact 
of contagions on our everyday perspectives of the world. Their research uti-
lized data that were collected through the Framingham Heart Study, which 
involved extensive data collection from three generations of participants 
linked to one another as family, friends, and coworkers. Data were regularly 
collected from over 4000 subjects over several decades. Included in the sur-
veys were several questions that asked individuals to rate various responses 
concerning their individual well-being, such as “I felt hopeful about the 
future,” “I was happy,” “I enjoyed life,” and “I felt that I was just as good as 
other people.”

The analysis by Fowler and Christakis found that happiness tended to 
cluster such that individuals who were happy tended to associate with 
other individuals who were happy. With a given individual, for every 
happy friend, his or her likelihood of being happy increased by 9%, 
whereas every unhappy friend decreased his or her likelihood of being 
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happy by 7%. Furthermore, the contagion extended beyond one’s immediate 
relationships. On average, an individual was 15% more likely to be happy if 
he or she were closely related to another happy person. Yet, an individual 
was 10% more likely to be happy if he or she was the friend of someone 
who was happy and 6% if one of his or her friends was friends with some-
one who was happy. It appeared that happiness operated as a contagion, 
much like a virus, spreading throughout networks of individuals linked 
through their social relationships.

These findings point to the influence that our awareness of the people 
around us can have on our perspective of the world. When the people around 
us perceive the world in a certain way and act accordingly, there is a cer-
tain propensity for us to take a similar perspective. This suggests that close 
social networks will have a tendency to produce homogeneity in the percep-
tual experiences of their constituents. In contrast, looser networks in which 
individuals freely come and go, bringing with them diverse perspectives, 
should result in less homogeneity. Accordingly, to the extent that we struc-
ture the world in which we live, choosing to affiliate with certain individuals 
and avoiding others, we set the stage for our own perceptual experiences. 
Likewise, in the design and management of systems, we create an environ-
ment that may lead to an organization assuming a certain personality, with 
the persistence of that personality being a function of the extent to which the 
organization is insular, with few outside interactions, or open to numerous 
diverse interactions with people from outside the organization.
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5
Strengths and Weaknesses

You have just received a new board game. It is called The Mind Game. 
The  instructions state that the objective of the game is quite simple. You 
must solve problems to allow you to get things and to do things that bring 
pleasure, while avoiding pain and discomfort. Reading further, you see that 
all work is done within a workspace that can hold seven items, although 
sometimes you can squeeze in one or two more items and at other times 
the workspace will hold only five or six items. It depends on the complex-
ity of the items and other factors that might enhance or detract from your 
performance. Items come into the workspace one at a time and if you do 
not take steps to maintain them, they exit the workspace, generally without 
you knowing it. Most of the time, you can only do one operation at a time, 
although there are some occasions when you may be able to do a couple of 
operations simultaneously. In solving problems, you will use items stored 
in a warehouse. The warehouse has an infinite capacity for storing items, 
although when items come out of the warehouse, they are often not quite 
the same as when they went into the warehouse. Furthermore, your abil-
ity to find a specific item in the warehouse will vary. Sometimes, it is easy. 
Sometimes, it is hard. And at other times, if you wait a little while, an item 
you are currently unable to locate can be easily found.

The Mind Game reflects the daily challenges faced by all of us as we make 
our way through life. There are some things that brains do remarkably well, 
yet there are other ways in which brains are quite limited. The limitations of 
the brain are well illustrated by a study in which subjects were placed in a 
room with lights embedded in the floor and they were asked to find which of 
20 lights was the target for that trial (Longstaffe et al., 2012). The subjects were 
given no clues as to which light was the target and they could move freely 
around the room selecting lights. In this case, the problem was to find which of 
the 20 lights was the target. After making an incorrect guess, the subjects had 
to remember their selection so that they did not choose the same light again. 
Consequently, their performance depended on their ability to remember 
which lights had and had not been selected. However, two other factors were 
introduced that affected their performance. First, some of the lights flashed on 
and off, making them more salient. The subjects were attracted to the flashing 
lights and tended to choose them, even though the likelihood of a light being 
the target was the same for flashing and nonflashing lights. Furthermore, on 
some trials, subjects were given a five-digit number to remember. The five-
digit number would have consumed much of their workspace. Likewise, to the 
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extent that the flashing lights captured the subjects’ attention, this would have 
consumed more of their available workspace. The results showed that when 
the subjects had to remember the five-digit number, they were much more sus-
ceptible to the allure of the flashing lights. Yet, the allure of the flashing lights 
vanished when the subjects either did not need to remember the five-digit 
number or did not need to remember which lights they had already selected 
(i.e., lights were no longer illuminated after being selected).

This study illustrates the limitations of the brain’s workspace and how 
our susceptibility to external factors (i.e., the flashing lights) varies with the 
demands that are being placed on the workspace. The demands that the 
experimenters imposed on the subjects in this study are analogous to those 
faced by individuals working in many occupations. This could be radar 
operators who must allocate their attention to different contacts or forensic 
analysts who must divvy up their time as they investigate different cases or 
instructors who must decide which of their students gets their assistance. In 
any of these situations, there is a need to remember how one’s attention has 
been distributed and where it may be needed. However, the equivalent of the 
flashing lights may also be faced. Some items may have a natural tendency to 
attract one’s attention, whereas other items may tend to drift into the shad-
ows. For example, in a classroom, some students may be naturally gregari-
ous, drawing much of the instructor’s attention; being charismatic, they may 
also be favored, with the additional attention coming at the expense of more 
reserved students. Furthermore, there may be additional demands that have 
the effect of making the flashing lights more difficult to resist. When strug-
gling with a malfunctioning piece of classroom equipment, it is likely that 
the gregarious student is the only one who will receive any of the instructor’s 
attention. In each of these situations, individuals must struggle to cope with 
their ability to only focus on a few items at any given time, while contending 
with various extraneous factors that make it even more challenging.

The strengths and weaknesses of the human brain are most apparent in 
the conscious thought processes that underlie everyday problem solving. It 
may be argued that the greatest strength of the human brain is its seem-
ingly endless capacity for storing information within memory. This applies 
to our capacity for remembering factual knowledge, or what is sometimes 
referred to as declarative knowledge. This capacity is evidenced when play-
ing games of trivia that call on players to recall obscure facts, many of which 
they have not thought about for years. With respect to life experiences, or our 
episodic memory, we do not retain a perfect record, but we do retain enough 
information from our everyday experiences that we can easily reconstruct 
countless episodes from our past. We are constantly acquiring new skills as 
we engage in activities or familiarize ourselves with new devices. On aver-
age, a 5-year-old, English-speaking child has a vocabulary of approximately 
1,500 words that by adulthood will balloon to around 10,000 words and con-
tinue to grow as he or she grows older. Finally, our perceptual knowledge 
encompasses all the various objects, people, places, and so on that one can 
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distinguish, whether one has had direct perceptual experience or the expe-
rience has occurred secondhand (e.g., books, television, and movies). Each 
of these examples illustrates the seemingly endless capacity of the human 
brain to store information it has attained during a lifetime that, while often 
not perfect, can be later retrieved and applied in solving current problems.

The inverse or most prominent weakness of the human brain is its limited 
capacity for conscious awareness. Granted, the vast majority of information 
processing occurs at an unconscious level within the brain; however, this is 
largely inaccessible. Unconscious processes may impact our decisions and 
affect our reactions to different situations, but we generally have no aware-
ness of what information has been processed or how that information has 
influenced our conscious thought processes. Our capacity for conscious 
thought, whether this involves our attention to the world around us, our 
deliberative problem solving, or our voluntary control of bodily activities, is 
severely limited. We can closely attend to only one thing at a time and our 
attention quickly wavers when there are distractions. Likewise, we can only 
keep a limited number of items immediately accessible in our memory, and 
some level of effort is necessary to sustain the immediacy of items within 
our memory for more than a few seconds. The effort required to retain items 
in working memory increases as one attempts to retain more items, with 
this increased effort evidenced in the increased activation of the prefrontal 
executive regions of the brain (Rypma and D’Esposito, 1999).

Unless an activity is well practiced (e.g., driving an automobile), it is dif-
ficult to do more than one thing at a time. While our brains are constantly 
active in responding to a broad range of stimuli, we have an extremely lim-
ited capacity to voluntarily engage and intentionally direct our brain pro-
cesses, whether the goals involve mental or physical activities. It is difficult 
for our brains to do more than one thing at a time, and we sometimes strug-
gle to do one thing when it is complex and we are distracted.

How to Cope with the Inherent 
Weaknesses of the Human Brain

Consider what happens when we call on our memory. The areas engaged 
when recalling information from memory are distributed across many differ-
ent regions of the brain. A given memory may encompass different elements 
that include location, people, time, activities, and perceptual and emotional 
experiences, with each element of the memory associated with neural pro-
cesses that are distributed across different areas of the brain. These localized 
neural processes involve the synchronous oscillations of brain cells within a 
given area of the brain. Our experience of a memory in which all the various 
elements are integrated into a coherent recollection requires that the different 
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regions of the brain oscillate in a coordinated fashion (Watrous et al., 2013). 
The extent to which there is coordinated activity of the different brain regions 
appears to underlie whether or not we are able to successfully recall what we 
are trying to remember. A successful recollection corresponds to the activity 
of assemblies of brain cells within diverse brain regions oscillating at approxi-
mately the same frequency, or some harmonic of one another, with the transfer 
and integration of information facilitated by the coherence of the oscillations. 
The successful operation of the brain requires that many different elements 
operate in coordination with one another. Consequently, it is easy to imagine 
how the slightest disturbance (e.g., an emotionally significant event) can upset 
the balance, rendering ineffective our capacity to access our memory stores. 
Many people have had the experience of going blank when faced with the 
stress of taking an important test or presenting in front of a large audience. 
Yet, generally, the brain is remarkably robust, successfully calling on memory 
on a moment-to-moment basis as we accomplish various activities. More often 
than not, the brain gets it right and does so in an efficient manner, making 
human memory the envy of scientists and engineers who long for the capacity 
to duplicate its capabilities in similarly compact computer hardware.

How do we cope with the inherent weaknesses of the brain and, in particu-
lar, our inability to attend to more than a slender slice of the world around us 
at any given moment? In general, we play to our strengths, with perhaps our 
greatest strength being our seemingly endless capacity for memory. There 
are many mechanisms, most of which we rarely think about due to the extent 
to which they are embedded in our everyday behavior and, in some cases, 
institutionalized within the cultures in which we live. The following sec-
tions describe some of these mechanisms.

Routines or Habits

Often without realizing it, our lives can become so routinized that we hardly 
have to think about what we are doing. It is not until something breaks our 
routines that we can truly appreciate the extent to which our lives consist of 
a series of well-learned patterns of behavior. The neural circuits that underlie 
the ritualistic behavioral routines seen in many animal species (e.g., the court-
ship dance of a bird or the depositing and fertilization of eggs seen in fish) 
reside within a region of the brain known as the basal ganglia. In humans, 
these same circuits are co-opted in the formation of habits (Graybiel, 2008). 
Except that, in humans, routines arise and adapt to ongoing circumstances 
with tremendous fluidity. Furthermore, in humans, routines can go beyond 
simple motor routines to include habits of thought or the tendency to gravi-
tate toward a certain cognitive perspective or problem-solving strategy. For 
example, within engineering domains, one regularly encounters the habit 
of thought characterized by the expression, “a hammer looking for a nail.” 
This  expression describes the tendency that once one has a clever techni-
cal solution to one problem, there is an inclination to overgeneralize and 
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apply the same solution to other less applicable problems. Here, a pattern of 
thought has become a routine, not unlike the route taken when driving to 
work each morning, and the individual applies that same pattern of thought, 
regardless of its appropriateness to the immediate situation.

The link between the expression of habits and the basal ganglia lies in the 
specialization of these neural circuits for iteratively evaluating situations and 
matching situations to known sequences of actions or cognitive operations 
(Graybiel, 2008). I once worked with a subject-matter expert with many years of 
experience in assault teams with the military and law enforcement, who used 
the analogy of a Rolodex (i.e., a cardholder where one can rotate through a series 
of cards to find the one with the desired information). He said that when he was 
presented with a situation, he quickly surveyed it to gain a general sense of the 
environment, characters, and events that had transpired, and once he had seen a 
pattern, it was like flipping through a rolodex to find the card that contained the 
instructions for what to do in that situation. This analogy offers a nice depiction 
of how the basal ganglia operates, with our everyday lives consisting of a series 
of situational appraisals occurring both consciously and unconsciously. Our 
reliance on routines leverages the capacity of our brains to store vast collections 
of routines, with many continually evolving to become increasingly more elabo-
rate over time. This relieves us from the in-depth, moment-to-moment analysis 
that would otherwise be required. The result is that our brains are free to attend 
to other considerations, or perhaps to merely daydream. It is through our basal 
ganglia and its capacity for quickly sizing up a situation and identifying the 
appropriate learned behavior, that routines and habits offer a mechanism by 
which we play to the strength of our brains to learn and retain a seemingly lim-
itless collection of behavioral sequences and cognitive operations.

Conventions

When presented with a new device or placed in an unfamiliar situation, the 
conscious effort that is required to recognize and learn the appropriate behav-
ior, whether sequences for activating controls or expected or generally agreed 
on activities, can be all-consuming, preventing one from doing anything else or 
sometimes even enjoying the experience. Within nearly every human endeavor, 
there are conventions that serve to ensure consistency of expectations and 
behavior. Depending on the country, everyone travels on either the right or the 
left side of the roadway, with this convention extending to pathways, stairways, 
and escalators. With devices, one expects that turning a control knob to the right 
will increase whatever feature the knob controls. Within the home, there may 
be conventions such as where different items are placed within the refrigerator 
or how to make a certain type of sandwich. As with routines, our brains have 
an unlimited capacity to learn various conventions, and often do so implicitly 
with little conscious effort. Then, once one has learned the conventions, there 
is little need to devote much thought to what to do. The conventions become 
deeply engrained and are exercised almost reflexively. Conventions not only 
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free cognitive resources, they also create efficiencies and enable possibilities 
that would not be possible otherwise. I believe that the power of conventions is 
perhaps best illustrated by the German autobahn. German drivers seem natu-
rally inclined to rigorously adhere to the rules of the road. It is through this 
compliance with agreed on conventions that I believe it becomes possible to 
have roadways where there can be a 40–50 mph difference in the speeds of 
vehicles driving in adjacent lanes, with surprisingly few accidents.

Vocabulary

Whenever one must operate within a new domain, for example, an occupa-
tion, sport, or academic discipline, one cannot hope to be effective until the 
vocabulary or jargon of the domain has been learned. Jargon has the capacity 
to capture complex ideas within a single word or phrase. This can be similarly 
seen with acronyms, where a complex title or phrase is reduced to letters spell-
ing a word that can be easily recalled. The chunking that occurs with both 
jargon and acronyms serves to allow individuals to communicate, as well as to 
think, using units that have a much greater information content or density. As 
a result, those familiar with the jargon of a given domain are able to commu-
nicate more efficiently. I have observed this in research where we found that 
experts in a given domain tend to communicate substantially less (i.e., number 
of utterances and duration of utterances) than novices (Lakkaraju et al., 2011). 
Communication generally consumes much of our conscious awareness, mak-
ing it difficult to do anything else effectively. In achieving more efficient com-
munication through the use of jargon, which relies on the capacity to learn and 
retain an extensive vocabulary, one lessens the demands imposed by commu-
nication, freeing resources to focus on other activities.

Symbols and Icons

Pictorial representations, such as the icons that are used to depict the location 
of a restroom or a computer’s trash folder, operate similar to jargon in that they 
allow complex information to be engrained within a simple image. Similarly, 
the result is to achieve a relatively high level of information density. Symbols 
and icons also benefit from their familiarity, especially those that attain some 
degree of universality such that people from different backgrounds can look at 
them and recognize their meaning. With a familiar icon, once one has learned 
the symbol, this knowledge translates across situations, devices, and, often, 
cultures, with the associated conceptual knowledge becoming engrained 
within the perceptual representation (Barsalou et al., 2003).

Retrace Steps

In getting around the world, people can often be creatures of habit. Once indi-
viduals have found a route that takes them to a destination, it is not uncommon 
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that they will continually retrace their steps, following the same route on sub-
sequent journeys, without considering whether there is a more practical option. 
Interestingly, in navigating the Internet, as well as computer software interfaces, 
the same behavior occurs. A person will follow the same sequence of links that 
he or she followed when first finding a webpage, as opposed to taking advan-
tage of the ability to go directly to the webpage by bookmarking it or using the 
automatic fill-in feature of the browser’s address bar. Similarly, once a person 
has found a useful feature within a software user interface that is several layers 
below the surface, often, he or she will continue to navigate through the menu 
layers to find it, instead of using shortcuts to directly access the feature.

When navigating physical or virtual space, our brains construct a map 
with the route and the various landmarks that are encountered along the 
way (Ekstrom et al., 2003). It can be demanding to contemplate the physical 
layout of a city, park, or building to identify and assess alternative routes for 
traveling from one location to another. Then, once you have set out on an 
unfamiliar path, there is the need to confirm that the route that is being taken 
corresponds to the intended route. Furthermore, there may be unexpected 
obstacles along the way, forcing you to rethink your route. In contrast, while 
perhaps not optimal, by retracing your steps, there is the opportunity to rely 
on your memory of a given path. Thus, there is no need to devote resources 
to route planning, and since you have seen everything along the way at least 
once, the presence of familiar landmarks and surroundings serves to verify 
that you are on the intended route. By taking a familiar path, one is freed 
of the cognitive demands of tracing a new path, and the uncertainty of an 
unknown route with the accompanying need to monitor progress along the 
way and potentially reassess the route if faced with unexpected obstructions.

Favor the Familiar

While stimulating, novelty can be demanding, particularly when one must 
make a choice. Furthermore, with novel selections, one inevitably incurs 
some risk. Thus, it is not surprising that people adopt routines in which they 
return to the same restaurants or stores, and are often reluctant to venture 
out to try new establishments. With any business or product, one of the great-
est challenges involves inducing potential customers to come in for the first 
time or to make their first purchase. Most of us are quite familiar with the 
experience of driving by a restaurant that seems interesting from its external 
appearance, yet never actually stopping to try the restaurant. People natu-
rally favor the familiar, often accepting suboptimal returns to avoid the risk 
of the unknown. While favoring the familiar allows one to avert risks, it also 
lessens the cognitive demands associated with an activity. When one visits a 
familiar restaurant, skims the menu, and selects a favorite dish, one is freed 
from the demands associated with studying an unfamiliar list of options and 
weighing these options to make one’s selection. When one shops for grocer-
ies in another country where there are the same products but few of the same 
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brands, it can be like going grocery shopping for the first time. You may know 
what you want, yet it takes some mental effort to match these wants with an 
array of unfamiliar products. In our everyday lives, we are constantly drawn 
to familiar products, establishments, people, and so on, and in doing so, we 
rely on our memory of past experiences to make our choices easy and to allow 
us to focus our cognitive resources on other facets of our lives.

Infer Rules

With most endeavors, there are simple rules or heuristics that one may learn 
to make one’s experience more efficient and productive. For example, by leav-
ing 30 min later, one may encounter substantially less traffic on the way to 
work. By delaying one’s purchase of a new product, one may avoid many of 
the defects that will be discovered and corrected during the first few months 
after the product’s release. We are constantly assessing situations to try and 
deduce rules of this nature. The result is that once an effective rule has been 
identified, thereafter it may be applied without much further thought. While 
the optimal solution may be to assess situations anew on each occasion, hav-
ing a rule that regularly provides a satisfactory solution, although perhaps 
not the best solution, frees one from the demands of considering the unique 
circumstances of each occurrence and the subsequent demands of coordi-
nating a strategy that is tailored to the immediate circumstances.

Chunking

In transporting apples, one could handle one apple at a time or put them in 
cases and move them one case at a time. Similarly, much of the information 
that people contend with on a day-to-day basis can be processed one item 
at a time or in larger chunks. A familiar example occurs with counting. It is 
much more efficient to count by fives or tens than to count one item at a time. 
With various activities, opportunities exist to process information in chunks, 
with individual chunks involving some level of abstraction or casting aside 
unnecessary details. One relies on memory for knowledge that each chunk 
represents a certain set of individual items, with it being much less demand-
ing to operate with chunks than to individually process each item.

Designating to Our Strengths

These are only a few of the mechanism that people regularly employ to mini-
mize the demands for real-time cognitive processing. In each case, there is 
a reliance on memory. The primary mechanism by which people cope with 
their limited ability for real-time cognitive operations is to play to their 
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strengths, with their primary strength being an essentially boundless capac-
ity to store information in their memory.

In the design of systems, through careful analysis of the tasks to be per-
formed, situations may be identified that impose demands on real-time cog-
nitive processes. Left to their own devices, operators will devise their own 
mechanisms for coping with these demands, with it likely that these coping 
strategies will involve derivatives of the mechanisms described in the pre-
ceding sections. Some of these solutions may be quite awkward. For exam-
ple, a control room may be littered with ancillary electronic devices (e.g., 
handheld calculators) that allow operators to perform tasks using equipment 
and software products with which they are familiar. Within the design of 
any relatively complex system, there will be points that exceed the capac-
ity for operators, users, or customers to cope through real-time processing. 
Thoughtful design acknowledges this reality and accommodates the mecha-
nisms that people commonly employ to cope with demanding situations.

The majority of the activities that a person engages in may be organized 
into a few categories, and systems designed around these categories. This 
provides opportunities for the formation of a basic set of routines that 
encompasses most activities. For example, clerical workers may repeatedly 
receive the same requests. Consequently, routines may be facilitated through 
forms that capture the essential information for each requester in a common 
format, procedures that allow common requests to be similarly processed, 
and the layout of offices to accommodate sequential activities and segregate 
unrelated activities. Invariably, people will establish routines to aid them in 
performing frequent activities. Recognizing this fact, designers may incor-
porate mechanisms to accommodate and facilitate these routines.

Most designers are attentive to common conventions (e.g., controls should 
rotate clockwise to increase a quantity and people walk and drive on the 
right in the United States and many other nations). However, within the 
home and the workplace, people regularly adopt idiosyncratic conventions 
that represent their own preferred organization of objects and activities.

One of the insights that arose during my personal experience in designing 
and assessing systems for which there exist the potential for critical, high-
consequence events is that not all activities are created equally or should be 
treated equally. For some activities, there is no tolerance for variability from one 
instance to another. In these cases, it is important that the activity be performed 
in the same way every time. Often, through various engineering design solu-
tions, the opportunity for deviations in the performance of these activities can 
be essentially eliminated, with written procedures and training used to further 
ensure compliance. For example, a mechanical stop may be inserted to reduce 
the potential for overtightening bolts and crushing critical components.

With most actions, there is tremendous tolerance for variability. It may not 
matter if workers perform a set of steps in varied sequences, if people layout 
items differently, or if each individual uses his or her own unique vocabu-
lary. In these cases, no matter how a competent person conducts the activity, 
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it is unlikely that the outcome will differ in any significant way. Where there 
is tolerance for variability, it can be assumed that people and often teams 
will develop their own idiosyncratic conventions. For example, workers may 
carry their own preferred set of tools in their work belt and organize them 
in a way that makes most sense or is most comfortable for them. For these 
situations, where safety and operational performance do not depend on con-
formity, design may accommodate individual variability. Shelves, storage 
containers, workbenches, and so on may be made adjustable or perhaps por-
table. Within software, users may be allowed to arrange their desktop how 
they wish and create their own shortcuts. Businesses may allow customers to 
wander freely and check out at a time and a location that is most convenient 
for them. People will expect adherence to certain conventions, but where 
there is tolerance for variability, there is an opportunity to allow individuals 
to experiment and to adopt the conventions that make most sense to them.

Design features that allow or encourage personalization enable idiosyn-
cratic conventions. This can be seen with music playlists that allow users to 
select the songs that they want to hear in combination with one another and in 
the order in which they want to hear them. It suits the taste of the individual 
who created the playlist and perhaps others who share the individual’s musi-
cal preferences, but it may not generalize beyond a relatively small group of 
individuals. Many activities occur within social contexts that vary in their 
acceptance of idiosyncratic conventions and, particularly, idiosyncrasies that 
deviate from the norm. For many activities that occur within a social context, 
effective communication is vital to their success. Idiosyncratic conventions 
often occur in the vocabulary and symbology that are adopted by individu-
als and teams, which may directly affect communication. An individual may 
refer to a certain operation or activity that is unpleasant but necessary as 
“taking out the trash,” with this reference subsequently adopted by other 
members of his or her team. However, others will not understand and may 
misinterpret the expression. In fact, learning the idiosyncratic vocabulary 
and symbology (e.g., hand gestures) of a team may serve as a barrier to new-
comers, delaying their effective integration into the group.

Vocabulary and symbology both serve communicative functions. As dis-
cussed earlier with respect to conventions, within a given operation there will 
be varying tolerance for variability in vocabulary and symbology. There will 
be points where effective communication requires that there is essentially no 
variability, with everyone using exactly the same vocabulary and perhaps 
even verbal inflection, and the same symbology. Likewise, there will be other 
points where there is tolerance for variability and little or no loss of efficiency 
associated with the idiosyncratic use of terms and symbols. As with rou-
tines and conventions, a vocabulary and symbology will naturally emerge. 
It is important for the designer to recognize those points where there is little 
or no tolerance for variability and those points where individuals and teams 
may develop their own terms and symbols. Where there is no tolerance, the 
vocabulary and symbology should be consistent throughout every facet of the 
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operation (i.e., labeling, written procedures, and training). In contrast, where 
there is tolerance for variability, it may be desirable for the material elements 
of the system to be consistent so that there is a common reference (e.g., physical 
labels), yet adherence to a common vocabulary or symbology should not be a 
requirement for the system to function effectively. For example, the software 
algorithms that are used with search engines often employ some degree of 
fuzziness so that when a user enters one term (e.g., home repair businesses), 
the search returns results for related terms (e.g., plumbers and electricians).

Similarly, fuzziness may be incorporated into the design of organizations. 
Several years ago, I read a story about a company in Silicon Valley where 
the president had instituted a policy whereby the employees were expected 
to create their own job titles. While some chose titles that were silly, even 
narcissistic, most of the job titles described meaningful roles and responsi-
bilities that also corresponded to the culture and the unique ways in which 
the company operated. Here, the system could tolerate individual variability 
and the company used this opportunity to allow its employees to create a 
vocabulary that was meaningful to them.

While it may not be optimal for people to retrace their steps, they will 
inevitably do so and there are measures that designers can take to facili-
tate retracing a previous path. This is true whether one is traveling through 
physical space or the virtual space of the Internet or software products. One 
approach is to capture a history of traversals through a system, with this his-
tory then serving as a reference when later retracing one’s path. This occurs 
within Internet browsers that highlight links that have previously been 
selected. While the highlighting does not explicitly map the path that was 
previously taken, it does offer landmarks that can be used to reconstruct the 
path. The designer has fewer opportunities within physical space. However, 
useful landmarks may be provided by placing distinct, memorable features 
at key junctions and locations. This is done in the parking lots at theme 
parks, such as Disneyland, where otherwise indistinguishable sections of 
the lots are named after memorable characters from Disney movies. In build-
ings, hallways may be painted different colors. Within buildings, parks, and 
cities, signs may be regularly placed along frequented corridors that indicate 
one’s current location and the direction of other recognizable destinations. It 
is assumed that when a person initially travels from one location to another, 
he or she will construct a mental map that contains information concerning 
the path taken and key landmarks along the way. The designer can facilitate 
the construction of a meaningful map and the later use of that map to retrace 
one’s path by situating distinct, memorable landmarks at key locations.

In some circumstances, the designer will want to create a sense of familiarity 
and take advantage of the tendency to favor the familiar. In other cases, the 
designer may be concerned that if allowed to follow familiar routines, peo-
ple will become complacent or bored, with there being the need to encour-
age people to explore new ideas and consider different choices. People will 
not only favor the familiar, but if asked to rate alternatives on some valued 
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attribute (e.g., which chocolate bar is tastier or which city has the most peo-
ple), they will select the most familiar option (Gigerenzer and Todd, 1999). 
Where it is advantageous for people to favor the familiar, the designer must 
ensure that his or her product is recognized and associated with familiar 
experiences. This can be accomplished through distinguishable packaging 
and placement; the use of memorable names and slogans; and recognizable 
features such as layouts, menus, uniforms, and procedures. With popular 
fast-food restaurants, a comfortable familiarity is created through a distinct 
yet consistent exterior and interior design; menus that look similar and con-
tain the same selections; and procedures for ordering, receiving, and paying 
for an order that are the same from one location to another. On many occa-
sions, I have personally made the decision to eat at a restaurant knowing that 
I would not get a great meal, but having some certainty that my meal would 
be satisfactory. The end result may have been less optimal, but by favoring 
the familiar, I assured myself of some degree of predictability and incurred 
less mental effort.

However, with predictability there can also be complacency. This is par-
ticularly worrisome where safety is an issue. When activities become too 
familiar, there is a tendency to consciously disengage, resulting in a failure 
to recognize signs of impending dangers. For example, the ferry operator 
who makes the same routine transit on numerous occasions every day, 
may fail to recognize a gradually worsening fuel leak or may fail to adjust 
his or her speed in response to reduced visibility on a hazy or stormy 
day. There is an analogy to skiing or sledding. Going down a snow-cov-
ered hill, ruts will begin to form and one will naturally be drawn to those 
ruts. While the snow is plentiful, these can be ideal for a fast, effortless 
glide down the hill. But as the snow thins, rocks or other hazards may 
become exposed within the ruts, yet until one makes an effort to carve out 
a new path, one will be continually drawn to the path with the ruts and 
the accompanying hazards. A familiar operation is analogous to ruts in 
the snow. Once learned, it may be the easiest and most effective way to do 
things. However, because of this familiarity, one may ignore developing 
hazards or even disregard them as one enjoys the mental disengagement 
that comes with familiarity.

It is a challenge for the designer to balance the trade-off between the effi-
ciencies that come with a familiar routine and the risk of complacency. With 
facility security, this is often accomplished by regularly rotating assignments. 
An individual may often work at a given checkpoint, but rotate between dif-
ferent checkpoints on a daily basis. Consequently, the experiences of security 
personnel vary somewhat from one day to the next. While care must be taken 
to avoid incurring undue risks, in general it can be beneficial to occasionally 
introduce circumstances that force workers or operators to step outside their 
daily routines. The logic for accomplishing key tasks may be essentially the 
same, but altering the surrounding circumstances removes the elements of 
familiarity that make it easy to disengage.
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Through their experiences of using a product, users will infer certain rules for 
achieving effective or satisfying outcomes. These rules may not correspond to 
the optimal solution for achieving a given objective, but if they are good enough, 
users will come to rely on them. In system design, it is important to facilitate 
users as they infer the rules that they will rely on to accomplish their objectives, 
by masking nonessential complexity while exposing users to the essential logic 
underlying the operation of the system. For example, an electronic device may 
offer users a relatively straightforward set of functional capabilities. However, 
the same device may also contain the logic for various specialized operations, 
personalizing the device along different dimensions and performing trouble-
shooting operations to diagnose malfunctions. Exposure to the latter functions 
makes the users’ experience unnecessarily complex, interfering with their abil-
ity to infer a basic set of rules for achieving their objectives. Ideally, a user would 
be provided with immediate access to essential functions, while nonessential 
functions would be available, yet somewhat below the surface. Analogously, 
in architectural design, there may be many paths for traveling from one point 
to another, yet if these paths mask the essential spatial layout of a facility, indi-
viduals may find themselves continually disoriented.

If users and operators are going to infer rules, a system must operate in a 
consistent manner. Unpredictable behavior, or at least, seemingly unpredict-
able behavior will be disregarded and dismissed as bugginess. Rules will be 
learned based on those facets of a system that appear to operate consistently 
from one occasion to the next and from one situation to the next. Consequently, 
if a designer wants to facilitate acquiring a set of rules for achieving various 
objectives, the system behavior on which this learning will be based must 
be consistent. I have observed this while working with children and teach-
ing them robotics. Often, the simplest solution for programming a robot will 
involve basic dead reckoning where the program tells the robot to go a certain 
distance at a certain speed and turn a certain amount to reach the intended 
destination. However, the children have been frequently confounded because 
a program that works one day does not work another day or a program that 
works on one robot does not work on another robot. These difficulties are 
rooted in less power being delivered to the motors as the charge on the bat-
teries diminishes and subtle differences in the motors. These inconsistencies 
serve to complicate the basic programming rules that the children are trying 
to learn and as a result, they often become frustrated, assuming that there is no 
rhyme or reason to the behavior of the robot, when they had actually inferred 
a reasonably good working knowledge of the logic of the robot programming. 
In this case, the rules are straightforward and not hard to infer, but due to the 
inconsistent behavior of the system, the children give up, concluding that the 
system is buggy and incapable of consistently achieving their objectives.

Our daily lives are filled with examples of chunking. A six-pack container 
for carrying beverages allows us to operate in units of six as opposed to 
one. The combination meal at a fast-food restaurant allows us to combine 
an entrée, side dish, and drink in one unit. Music playlists allow us to create 
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different mixes of songs, each being a separate unit. It is common practice for 
retailers to analyze the purchase behavior of their customers to identify pat-
terns in which the same items tend to be purchased in combination. These 
data afford chunking, allowing items that are frequently purchased together 
to be placed in proximity to one another or even sold as a package. Using 
existing systems and behavioral data collection, opportunities may be iden-
tified to employ various mechanisms to effectively chunk individual items 
or activities. In system design, some patterns of behavior may be anticipated, 
but often users and operators will adopt patterns that cannot be anticipated. 
Consequently, once recurring patterns of behavior have been identified, there 
is a need to build flexibility into the design to later accommodate chunking. 
For example, the design of a facility may emphasize modular construction 
that provides flexibility in the physical layout, and multiuse components 
such as work surfaces and storage areas that can be assigned a variety of 
purposes. In contrast to dedicated spaces that cannot be readily adapted for 
alternative purposes, these design features enable the facility to be adapted 
in various ways to accommodate recurrent patterns, or chunks, of behavior.

Earlier, it was stated that the brain compensates for its limited capacity for 
real-time processing by relying on its seemingly endless capacity for memory 
storage and retrieval. The preceding sections have discussed the mechanisms 
by which this occurs and the various design approaches that facilitate this pro-
cess. Within the design process, at any given point, it is pertinent to ask what 
activities should occupy the limited capacity for real-time processing of users 
and operators. Once this question has been answered, the designer may con-
sider what mechanisms may be introduced to facilitate the formation of memory 
representations and the subsequent reliance on these memory representations. 
These may consist of procedures that promote the formation of routines, con-
ventions that encourage consistency, vocabulary that captures complexity 
within jargon, or other approaches. Furthermore, as a user or operator gains 
experience, these same mechanisms provide opportunities to translate expe-
rience into improved efficiency, whether the mechanisms focus on primary, 
secondary, or other activities. Accordingly, through experience, individuals 
should amass more and more knowledge within their memory, allowing them 
to function at increasing levels of abstraction, while freeing resources for real-
time processing to better focus on the most essential aspects of the activity.

The Google Effect and the Symbiosis 
between Brain and Technology

A prominent trend throughout much of human history has been the increas-
ing reliance on physical artifacts to enable us to exceed the inherent limita-
tions of our brains. Perhaps the most pervasive example is the accumulation 



141Strengths and Weaknesses

of knowledge in books. But, there are countless other examples, including 
devices for counting and numerical operations, calendars, and maps. In each 
case, the demands that would otherwise be placed on the brain (e.g., mem-
ory for events, mathematical operations) are off-loaded to an external object, 
freeing the brain to focus on other activities. Where these artifacts have been 
widely adopted (e.g., books), a symbiosis may be observed between the brain 
and the artifact. For example, with reading, functional circuits within the 
brain provide the basic capability to interpret text. Then, through extensive 
practice, these circuits are refined and expanded to enable greater efficiency 
and sophistication. A symbiosis arises where the technology allows the brain 
to accomplish more than it ever could in its absence while the brain adapts 
to become better equipped to realize the benefits afforded by the technology.

A recent illustration of this trend can be observed with the vast stores of 
knowledge that are available through the Internet and its associated software 
products for locating and retrieving specific information. Sparrow et al. (2011) 
first described what has been termed the Google effect. These researchers con-
ducted a series of studies in which they presented subjects with questions 
that they might ordinarily turn to an Internet search engine to answer (see 
figures 1 and 2 in Sparrow et al., 2011). In one study, they presented subjects 
with either easy or difficult trivia questions. For example, a difficult trivia 
question might be, “How many countries have only one color in their flag?” 
They then measured the reaction time to various words, some of which were 
related to computers and Internet searches. After getting a difficult question, 
compared with general words, the subjects showed a faster reaction time to 
the computer-related words. This suggests that when posed with a difficult 
question for which the subjects did not know the answer, they were primed 
to think about computer technology.

In a second study by Sparrow et al. (2011), subjects were given facts such as, 
“An ostrich egg is as big as its brain.” The subjects were asked to type the facts 
into a computer, with half the subjects told that the computer would retain 
this information and half told that the information would be erased. The sub-
jects were then asked to write down as many of the facts as they could recall. 
The subjects who were told that the computer would retain the informa-
tion recalled fewer facts than the subjects who believed that the information 
would be erased. This suggests that when there is a belief that information 
will be available later, there is less inclination to process the information in 
a manner that would facilitate its later recall. In a third study, subjects were 
given a series of statements and after each statement, a message appeared 
indicating that the statement had either been saved on the computer, saved 
to a specific folder on the computer, or erased. Afterward, the subjects were 
presented with the statements, but the wording of some of the statements 
had been altered. When the subjects were asked if the statements were the 
same as those presented originally, they were more accurate in recogniz-
ing the statements they believed had been erased than the statements they 
believed had been saved on the computer. In contrast, when they were 
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presented with statements and asked if the statements had been saved, saved 
to a certain folder, or erased, they were more accurate about statements that 
they believed had been saved or saved to a certain folder. This suggests that 
when there is a belief that information will be retained, there is a shift in 
emphasis from remembering the information per se to remembering that the 
information has been saved and will be available later. Finally, the subjects 
were tested on their recollection of the statements as compared with their 
recollection of the name of the folder where the statements had been stored. 
It was found that when the subjects believed that the information had been 
stored in a specific folder, they exhibited better recollection of the name of 
the folder than of the statement itself.

In combination, these findings illustrate how experience with Internet 
technology has shaped the manner in which information is processed and 
memory is utilized. When we believe that technology will be there to sup-
port our memory processes, the emphasis shifts from the specifics of the 
information to the specifics of how to retrieve the information. In this case, 
brain processes have adapted to the affordances of the technology, and it 
may be conjectured that with extensive experience, those brain processes 
that are engaged by the technology will become increasingly efficient and 
effective at carrying out these operations.

Once a Task Has Become Automated, Conscious 
Control Can Be Surprisingly Effortful

In almost any domain where an individual repeatedly performs an activ-
ity, over time, the activity becomes increasingly automated. This automation 
involves establishing routines within memory such that once the routine is 
triggered, it will then be executed without the need for much, if any, con-
scious attention. The propensity for the automation of routine activities is a 
key mechanism whereby the brain copes with its limited capacity for real-
time processing. By relying on learned actions stored in memory (i.e., auto-
mated routines), conscious attention may be turned to other activities as the 
unconscious brain carries out various automated routines.

While beneficial and perhaps necessary for many of our daily activi-
ties, this propensity for the automation of routine activities carries a cost. 
Specifically, once an activity has become automated, it becomes less acces-
sible to conscious attention. A common example involves familiar songs 
where the words and melodies are stored in memory as a sequential unit, 
and when recalled, we replay the elements in sequential order. Consequently, 
if asked to recall the words of a familiar song, it is easy to start from the 
beginning, but very difficult if you are asked to start from a point midway 
through the song.
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When learning a sequence of actions, there is a differential engagement of 
the brain regions as one progresses from initial exposure to intermediate and 
proficient levels of performance. Initially, there is involvement of the cortical 
regions associated with the executive control of movement (i.e., prefrontal 
cortex and supplementary motor area), and the cerebellum, which is asso-
ciated with the detailed timing of activities in relation to movement kine-
matics (Hikosaka, 2002; Penhune and Doyon, 2002). During the intermediate 
stages, cortical mappings between the motor and sensory representations 
develop and these mappings serve as the substrate for recalling and execut-
ing the routine. Then, with more practice, there is a migration from cortical 
control to control by circuits within the striatum. This migration involves a 
shift from cortical circuits that are readily accessible to conscious awareness 
to subcortical circuits that are largely inaccessible to conscious awareness. In 
practice, the learning of sequences can occur either explicitly where there is 
a conscious intention to learn the activity or implicitly through casual expo-
sure to repeated sequences of actions or sensorimotor experiences. While 
explicit learning tends to rely on cortical processes, implicit learning has 
been attributed to the activity of the subcortical basal ganglia (Destrebecqz 
et al., 2005). Furthermore, the extent of implicit learning has been correlated 
with the level of activity in the basal ganglia and related striatal regions of 
the brain (Rauch et al., 1997).

A key implication of automation, and the underlying brain processes, is 
that once an activity is automated, it can become largely inaccessible to con-
scious thought processes. This can often be seen in experts within a given 
domain. While experts can perform tasks at a performance level that is 
clearly superior to less capable individuals, it may be difficult for them to 
explain exactly how they do it. When conducting expert elicitation, one must 
be aware that many of the activities of interest have become automated to the 
point that the experts no longer think about what they are doing, and may 
not really be cognizant of how they do it. Consequently, expert accounts may 
often consist of accounts of what they consider best practices and retrospec-
tive interpretations of past events, and may say very little about the mechan-
ics that underlie their ability to outperform those with less experience.

A second downside of automation is that once a routine has become auto-
mated, it is often less malleable to corrections and refinements, or adaptation 
to unexpected situational factors. Trainers and educators are frequently con-
fronted with the challenge of how to get someone to unlearn an inefficient or 
ineffective behavior. I have found a useful measure of the extent to which a 
behavior has become automated to the point of it being outside the realm of 
conscious control is to try and perform the activity in mirror-reversed condi-
tions. Anyone who has spent most of his or her life driving on the right side 
of the road and is placed in the situation of driving on the left side can appre-
ciate how foreign it can seem to perform an otherwise well-learned behavior. 
For myself, after having driven on the right side of the road for 16 years, the 
first time I drove a car in Australia it felt like I was driving for the first time.
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With automated routines, to restore conscious awareness, one must inten-
tionally focus one’s attention on one’s performance, or modify situational 
factors in some way that either interferes with the automated routine or pro-
vides cues to deviate from the established routine. For me, driving on the 
left side of the road meant that I had to take a moment prior to every turn to 
think about which lane I should steer the vehicle.

To illustrate how cues might be used to interrupt an automated routine, 
on my way to work in the morning, I occasionally need to leave mail at the 
mailbox about half a mile from our home. My routine for going to work in 
the morning is so deeply engrained that without taking special measures, it 
is unlikely that I will remember to stop at the mailbox. My solution has been 
to place the mail on top of the steering column of my truck, making it awk-
ward to drive and serving as a continuous reminder.

In system design, one must be aware of how elements of design promote the 
development of automated routines, and the need to sometimes interrupt this 
automaticity. One example occurs with routine checklists where an individual 
must go through a series of identical checks repeatedly in the same order. Such 
an activity is highly conducive to automation with the individual carrying out a 
behavioral routine without much conscious attention to what he or she is doing. 
A hallmark of automaticity is the act of looking without seeing. One may follow 
through with the behavioral act of looking at the item to be inspected, but this 
does not mean that one sees it. Input enters the brain and activates visual circuits, 
yet there is little or no conscious attention to the visual input. One way to reen-
gage conscious attention is to alter the structure of the activity in a manner that 
does not fundamentally change the task, but forces the individual to think about 
what he or she is doing. For example, a series of visual inspections may be per-
formed in reverse, or in an otherwise altered order. Another approach would be 
to periodically request that some additional information be recorded with every 
visual observation. Another effective means to reengage conscious attention is 
to take advantage of circuits within the brain that naturally respond to stimuli 
that are surprising or in some way out of context. For instance, stimuli that are 
unexpected or in some way out of the ordinary may be occasionally inserted. A 
tag might be placed adjacent to a part that is being inspected or an unexpected 
item might be inserted into a series of identical pieces. The basic point with each 
of these approaches is to introduce a stimulus that captures the person’s attention 
while minimally interfering with his or her productivity and, as a result, pull the 
person out of the inattentive state into which he or she may have lapsed.

Are We Multitaskers or Merely Good Task Switchers?

We commonly engage in multiple simultaneous activities. For instance, I fre-
quently talk on the phone while doing the dishes or folding the laundry. 
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Often, multitasking involves the introduction of some form of stimulation 
(e.g., music or television) to keep our mind engaged as we perform a mun-
dane, otherwise boring activity. Multitasking becomes a concern when there 
is a risk associated with individuals having their attention split between a 
critical primary task and one or more noncritical secondary tasks. For exam-
ple, great concern has been expressed about the dangers of talking on a cell 
phone while driving. Yet, multitasking is common, and it is difficult to say 
that any greater risk is incurred by talking on a cell phone while driving than 
adjusting the radio dial or engaging in a spirited discussion with other occu-
pants of the vehicle. Furthermore, it is unrealistic to believe that attention is 
regularly focused solely on driving given the routine and often monotonous 
nature of most automotive excursions. Driving is highly prone to automatic-
ity, as well as mind wandering, and one might question whether a cell phone 
discussion is any riskier than daydreaming. The point is that multitasking is 
a regular part of our day-to-day lives and if it is broadly defined to include 
activities such as listening to music while running or walking, combining 
a business discussion with lunch, rehearsing a presentation while waiting 
one’s turn to speak, and so on, we may spend as much or more of our waking 
hours multitasking as we spend committed to a single activity.

Charron and Koechlin (2010) devised an experimental method to assess 
how the brain copes with multitasking situations. In their studies, subjects 
were presented with two series of letters. Each time a letter appeared, their 
task was to indicate if the current letter was the same or different from the 
last letter in its respective series. In essence, the subjects were asked to simul-
taneously perform two tasks, although the tasks were identical. This activ-
ity was challenging, but the subjects had little difficulty coping with the 
demands and performed the task with reasonable levels of success. As the 
subjects performed the task, functional magnetic resonance imaging (fMRI) 
recordings provided an indication of their ongoing brain activity. When the 
two tasks were equivalent, there were relatively equal levels of activity in the 
left and right hemispheres of the subjects’ brains. Next, the experimenters 
introduced a differential monetary reward such that each successful perfor-
mance of one task produced a substantially greater reward than the other. 
With the differential reward, activity in one hemisphere increased, while 
activity in the opposite hemisphere decreased. Then, when the differential 
reward was reversed so that a large reward was received for the successful 
performance of the task that had previously produced a small reward, and 
the task that had produced the large reward gave a small reward, the dif-
ferential activity of the two hemispheres reversed. These findings suggest 
that the subjects coped with the two tasks by devoting one hemisphere of the 
brain to one task and the other hemisphere of the brain to the accompanying 
task. It was particularly interesting to see what happened when a third task 
was introduced. In this condition, the subjects performed at chance levels 
for the third task. These findings imply that the brain is quite capable of per-
forming two simultaneous tasks and accomplishes this feat by allocating one 
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hemisphere of the brain to one task and the other hemisphere to the other 
task. However, there are no further resources available when there is a need 
to perform a third task.

The findings of Charron and Koechlin (2010) suggest that our brains are 
well equipped to perform two tasks, although it may be noted that the experi-
mental tasks used in these experiments are not very demanding, nor do they 
pose a risk to the well-being of the individual. Today, with the proliferation 
of electronic gadgets, it is common to see multitasking go well beyond a pair 
of simultaneous tasks to involve numerous simultaneous tasks. Ophir et al. 
(2009) reported that among the students at Stanford University, on average, 
their subjects simultaneously used three devices. A typical scenario might 
involve a student working on a computer, periodically shifting his or her 
attention to a cell phone for messaging, while playing music in the back-
ground. To study the effects of chronic multitasking, students were identified 
who were categorized as either high multitaskers, meaning that they regu-
larly combined four or more tasks, and light multitaskers, who, on average, 
only combined two tasks. In one study, subjects were presented with an array 
of blue and red rectangles. Their instructions were to focus on the red rect-
angles, with the blue rectangles being distractors. An array was shown to the 
subjects and then, after a brief pause, a second array was shown in which one 
of the red rectangles may or may not have been rotated. The subjects’ task was 
to say if any of the red rectangles had changed orientation. As the number of 
distractors increased from 0 to 2, 4, or 6, there was no drop-off in performance 
for the light multitaskers, but there was a substantial drop-off in performance 
for the high multitaskers (see Figure 5.1). This finding was interpreted as evi-
dence that the high multitaskers were less effective in ignoring the distrac-
tors, with the result being that they performed less well on the primary task.

Ophir et al. (2009) extended this research to consider the effects on mem-
ory. They used a procedure known as the N-back, where subjects are pre-
sented with a series of letters and their task is to say if each letter is the same 
as or different from a previous letter. The difficulty of the task can be varied 
by requesting that subjects compare the current letter with the letters that 
preceded the current letter by one, two, or three positions. To successfully 
perform this task, a subject must be able to retain the immediate sequence 
of letters in his or her memory without becoming distracted by intervening 
letters. The researchers found that the high multitaskers performed less well 
than the light multitaskers. Interestingly, the high multitaskers’ performance 
was highly sensitive to both the frequency of occurrence for a given letter and 
the number of different letters used. As the frequency with which a given 
letter appeared increased, the letter became a greater source of distraction. 
The researchers concluded that in the high multitaskers, their capacity for 
managing their memory resources had been lessened. As new information 
came into their memory, they had a diminished capacity to clear old infor-
mation that was no longer needed from their memory and, consequently, the 
old information became a distraction.



147Strengths and Weaknesses

In another study, these researchers considered the performance of high 
and light multitaskers with regard to their ability to effectively switch from 
one task to another. It was presumed that if there was any skill for which 
the high multitaskers would exhibit an advantage, it would be one that 
required an individual to frequently shift between different tasks. For this 
task, the subjects were presented with a combination consisting of a letter 
and a number. Prior to seeing the letter–number pair, they were presented 
with a cue that indicated if they should focus on the letter or the number. If 
the cue was for letters, their task was to say if the letter in the letter–number 
pair was a vowel. If the cue was for numbers, their task was to say if the 
number was even. On successive trials, the high multitaskers were signifi-
cantly less accurate than the light multitaskers when there was a transition 
from letter to number or from number to letter. This indicated that the high 
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multitaskers had a harder time discontinuing one task and switching to the 
other. However, the high multitaskers were also slower in responding on 
trials in which the task did not switch (i.e., a letter trial was followed by 
another letter trial or a number trial was followed by another number trial). 
This implies that even on the nonswitch trials, the high multitaskers had a 
difficult time not thinking about the other task.

Finally, the researchers replicated the classic study discussed in a preced-
ing chapter in which subjects are shown a video of several people passing 
a ball and are asked to count the number of passes. In this study, at some 
point, a person dressed in a gorilla suit steps into the scene, does a few dis-
tinct movements, such as chest pounding, and steps out of the scene. Most 
people viewing this film for the first time do not see the gorilla because their 
attention is focused on counting the number of times that the individuals in 
the film pass the ball back and forth. This was true for the light multitaskers, 
who, on average, did quite well at counting the number of passes, but gen-
erally failed to see the gorilla. In contrast, the high multitaskers performed 
poorly on counting the passes, yet were more likely to say that they saw the 
gorilla. In this case, the inability of the high multitaskers to filter out the 
irrelevant stimuli (i.e., the gorilla) allowed them to avoid the inattentional 
blindness that characterizes the performance of most of the people who per-
form this task. In short, if the objective is to detect irrelevant, yet critical 
stimuli, high multitaskers are likely to be quite effective. However, this will 
come at the cost of diminished performance on almost every other activity.

The researchers point out that many organizations have adopted policies 
that either explicitly or implicitly establish the expectation that employees 
will multitask. For example, companies may require that employees keep a 
chat window open continuously on their computer with the implication that 
they will regularly interrupt their work to respond to messages from their 
coworkers. Similarly, policies have been implemented that require employees 
to respond to all emails within a certain time period. These policies demand 
that employees regularly shift their attention from one task to another, with 
the potential outcome that they will become increasingly susceptible to dis-
tractions, similar to the high multitaskers in the studies of Ophir et al. (2009). 
Whereas these examples involve obvious interruptions to ongoing activities, in 
many systems, similar but not as obvious interruptions occur, forcing individ-
uals to continually shift their attention. This may occur with open office spaces 
where workers are surrounded by activities such as conversations, phones 
ringing, people coming and going, and so on. Whether workers actively or 
passively attend to these activities, the distraction draws their attention away 
from their primary task, forcing them to continuously task switch. The same 
situation may arise where workers are exposed to periodic announcements, or 
warnings and alarms. Each instance forces workers to suspend their attention 
to their primary task and afterward, return their attention.

In system design, it is important to be aware of the moment-to-moment 
allocation of attention, whether shifts in attention occur as a part of normal 
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operations or they are due to periodic disturbances. Where task switching is 
essential, mechanisms may be employed to facilitate the shift in context from 
one task to another. For example, this might involve capturing and possibly 
providing playback of the sequence of activities that occurred immediately 
prior to an interruption. Another mechanism might entail capturing cues 
concerning one’s activities that may be carried from one context to another. 
The level of multitasking that occurs with different individuals may vary, 
as well as their susceptibility to distractions. Consequently, design should 
accommodate individual differences, allowing users to control the extent to 
which they must cope with interruptions and distractions. Likewise, over 
the course of a day, there may be periods when there is a desire for unin-
terrupted solitude, and other periods when disruptions are welcomed as a 
source of stimulation, when activities have grown monotonous or frustrat-
ing. In summary, with system design, one should be aware of the potential 
effects of multitasking, understanding that interruptions and distractions 
are implicit forms of multitasking. Furthermore, while individuals may 
choose deleterious levels of multitasking, the designer should be careful not 
to impose unfavorable multitasking conditions on individuals.

Brains Reflexively Respond to Exceptions

Imagine you are gazing at a large screen on which a large circular disc 
flashes briefly every second. You are instructed to tap your finger on the 
table in front of you each time the disc flashes. After several flashes, your 
tapping is in time with the rate at which the disc is being flashed and you 
have begun to anticipate the flashes. In fact, if the activity of the motor cortex 
of your brain was being recorded, a readiness potential would be evident. 
This is indicative of preparatory processes whereby given awareness of an 
impending action, the brain readies its response. Then, when the sequence 
of flashes is interrupted by an unexpectedly long delay, for instance, the 1 s 
delay between flashes is extended to 3 s, there is a momentary surprise, with 
a heightened attention to the task. Similarly, many of us have participated in 
the group activity where the leader claps his or her hands at a constant rate 
and you are asked to clap in rhythm with the leader. Then, unexpectedly, the 
leader does not clap. Invariably, a few in the group will be unable to suppress 
their response and will clap. Yet, everyone experiences the same sense of 
surprise in response to his or her expectations having been violated.

Both of the examples in the previous paragraph illustrate the basic capac-
ity of the brain to infer patterns within everyday events and based on these 
patterns, establish predictions or expectations of forthcoming events. In a 
classic series of studies, Emanuel Donchin and Michael Coles (e.g., Coles et al., 
1985) established that there were distinct physiological responses within 
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the brain associated with anticipation and violations of expectations, which 
occur within specific time frames relative to the presentation of a stimulus. 
For instance, in a reaction time study, different letters were presented that 
served to prime an impending response (Gratton et al., 1990). However, the 
letters varied with respect to the probability that the stimulus would imme-
diately follow (i.e., for a given letter, there was a 20%, 50%, or 80% likelihood 
that the stimulus would follow the prime). Electrophysiological recordings of 
brain activity revealed that a wave of activity peaked approximately 300 ms 
following the letters that served to prime the impending stimulus, with the 
amplitude of this activity correlated with the probability that the stimulus 
would follow the prime. Furthermore, there was a recognizable readiness 
potential in anticipation of an impending stimulus with there being a cor-
relation between the probability of the stimulus occurrence and the magni-
tude of the readiness potential. These studies demonstrated that the brain 
anticipates the relative likelihood of forthcoming events and not only gener-
ates a preparatory response, but also modulates this preparatory response 
in regard to the likelihood that the anticipated response will actually occur.

Whereas the P300 described by Donchin and Coles is indicative of antici-
pation and response preparation, a second distinct pattern of activity occurs 
in response to an unexpected stimulus. This activity, referred to as mis-
match negativity, consists of a wave of activity that is present when a predict-
able series of stimuli is interrupted by an unexpected stimulus (Naatanen, 
1992). The unexpected stimulus has been referred to as an oddball. A typical 
research paradigm might involve an auditory presentation of a series of let-
ters such as “s,s,s,s,s,s,s,s,s,s,s,s,d,s,s,s,s,s,s,…,” with the “d” serving as the 
oddball. The electrophysiological response occurs whether or not a person is 
paying attention to the stimulus and it has been demonstrated for both audi-
tory and visual stimuli. Furthermore, the mismatch can involve the physical 
characteristics of a stimuli (e.g., loudness and color), as well as the identity of 
the stimulus. It has been suggested that the P300 and mismatch negativity 
reflect two distinct functional circuits with the P300 emanating from higher-
level cognitive control functions and the mismatch negativity arising from 
bottom-up perceptual processes (Ritter et al., 1999).

At an unconscious level, our brains are continually processing the array 
of sensory input that is received from the environment, comparing ongoing 
events with known patterns of events, and piecing together and inferring 
new patterns. Then, when events diverge from the patterns that we have 
come to expect, a response is triggered that has the effect of capturing our 
conscious awareness and directing our attention to the anomaly. We experi-
ence this process as the surprise that occurs when something deviates from 
our expectations. The surprise is generally mild, as occurs when we hear 
someone use a word in an unusual fashion or when we notice that a friend 
has rearranged his or her furniture. However, on occasion, surprise can over-
whelm our thoughts and emotions, as occurs when we receive unexpectedly 
good news or an unexpected but much appreciated gift. It can be argued that 
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surprise is what makes life interesting. For instance, a basic mechanism by 
which jokes make us laugh is through shifting from one context to another 
in a surprising manner (Coulson and Kutas, 2001). Consider the joke, “When 
he told his mother about having gone to a topless bar, she asked, ‘What do 
they do when it rains?’” Much of the humor we enjoy, as well as popular 
fiction, builds on unexpected shifts or mixing of contexts that evoke sur-
prise. Similarly, the aesthetic quality of music has been linked to the extent 
to which it establishes and diverges from predictable patterns (Abdallah and 
Plumbley, 2008). This accounts for the appeal of live music (Sloboda, 2000). 
The adept live musician will perform a familiar song, but with each per-
formance, he or she will introduce slight, unexpected variations within the 
overall structure of the song, creating a sensation that combines a sense of 
familiarity with a few surprises here and there.

There is an important distinction to be made. It is not novelty that elicits 
a response from the brain, but instead it is the violation of expectations. For 
instance, Vachon et al. (2012) showed that as subjects listened to voice nar-
rations, variations in the information content did not evoke surprise, yet an 
unexpected change in speakers did so. However, this response diminished 
as the listeners learned what to expect. Thus, in general, random comments 
are not funny and disjointed stories are not entertaining. Likewise, the joke 
that elicits a laugh the first time you hear it, does not do so the second time 
and the drama that is shocking the first time loses its impact after watching 
it once or twice.

Within the foregoing, there are lessons for engineering entertaining or 
aesthetically pleasing experiences. First, there is the need to provide a rec-
ognizable structure. This may involve evoking a familiar storyline (e.g., the 
downtrodden individual who is having bad luck). The structure may arise 
from the process or procedures involved in carrying out a common activity 
(e.g., going to a restaurant and ordering a meal). Likewise, structure may be 
created through physical properties such as the spatial layout of a building 
or an outdoor facility. Next, there must be elements that, given the structure, 
are readily predicted. The downtrodden individual may experience a series 
of disappointments or indignities. On entering a restaurant, there may be 
a waiting area where the hostess greets diners at a podium and there are 
benches to sit on while waiting to be seated at a table. The passageways of 
a building may be orderly and symmetrical. Much of the art in designing 
experience lies in attaining the appropriate degree of predictable regularity. 
There must be enough to not just create expectations, but to leave little doubt 
that anything is going to be any different from what would be predicted on 
the basis of those expectations. However, one must also know when enough 
is enough so that the experience does not become monotonous. Finally, one 
must introduce the unexpected. Again, it cannot merely be random. The 
unexpected element of the experience must be reasonable given the structure 
that has been created, yet unpredicted given associated expectations. Within 
the story of the downtrodden individual, it would seem weird if he or she 
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inexplicably got into a luxury car and drove away. However, the story might 
work if someone recognized that the downtrodden individual possessed a 
hidden talent and through this unappreciated talent, the individual was able 
to change his or her fortunes. In the restaurant, it would merely seem strange 
if one was handed a toolbox and told to assemble one’s table. Yet, one might 
find it a curious change of pace if one was handed a spatula and led to an 
open grill to cook one’s own meal. Within a building, one would find it odd 
if a hallway widened and narrowed for no apparent reason, yet be pleasantly 
surprised if a long hallway opened into a spacious atrium. In each of these 
examples, the designer has taken advantage of basic brain circuitry whereby 
we unconsciously recognize structure and predictable patterns within our 
environment, and then assess ongoing experiences with regard to these pre-
dictions, experiencing surprise, perhaps even wonder or fascination, when 
our expectations are violated.

There is a related facet of the brain’s reflexive response to violations of 
expectations that is worth mentioning. It occurs for activities where there is 
a relationship between certain actions and the expected results. For instance, 
when dialing a friend’s phone number, we know the series of actions that 
will produce the response of ringing his or her phone. Similarly, when some-
one asks a question, we know the sequence of verbalizations that will give 
the person the desired answer. Yet, we have all had the experience of think-
ing one thing and then witnessing ourselves doing something different. We 
intend to call our friend, but catch ourselves dialing another familiar num-
ber. We open our mouth to answer a question, but catch ourselves saying 
something unintended. In the same way that the brain senses environmental 
events that violate expectations, the brain monitors our actions and responds 
when our actions differ from our intentions. There is a measurable electro-
physiological signal that takes the form of a wave of activity, which travels 
over much of the brain and has been referred to as error-related or conflict-
related negativity. This signal emanates from a structure known as the ante-
rior cingulate cortex and is generated when one’s actions deviate from the 
expectations for a given situation or one’s intentions (van Veen et al., 2001).

A Huge Relief

For an American who experienced the height of the Cold War, Russia 
can seem like a forbidding destination, one that conjures fearful images 
of totalitarianism and repression. From my childhood, I recall the drills 
during which we practiced how we would respond if there was an immi-
nent nuclear attack, hiding underneath our desks at school. Since those 
days, such images have been replaced with an impression of Russia as 
being relatively lawless, where criminal organizations operate with 
impunity. With the totalitarianism of the 1950s and 1960s and the crimi-
nal threats of the 2000s in mind, as an American making his first trip to 
Russia, some caution seemed reasonable.
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My first trip to Russia was for business meetings in Moscow in 2006. I 
was warned of the tactics that are commonly used by criminals to take 
advantage of unsuspecting foreigners. As in most large cities, I was told 
that there were many pickpockets and to be wary of crowded locations. 
I was told about how thieves had masterfully used a razor knife to slice 
open a traveler’s back pocket and steal his wallet without him knowing 
about it. I was also warned of more sophisticated ruses. For instance, 
there is the pigeon drop in which the trickster drops money, jewelry, or 
some other valuable in clear sight of the traveler, appearing unaware 
of having done so. When the helpful traveler picks up the valuable to 
try and return it, the scammer acts alarmed and accuses the traveler of 
having stolen it from him or her. Conveniently, the scammer has one or 
more accomplices nearby. One may be dressed in plain clothes and step 
in to reinforce the accusations. Another may be dressed in the uniform 
of a police officer or security personnel who attempts to adjudicate the 
situation, taking the perspective of the accuser. The ultimate objective 
is to pressure the traveler into giving them money to resolve the matter. 
With three or more agitated foreigners angrily confronting the traveler 
with threats and verbal assaults, a payoff becomes a convenient means to 
bring the matter to a conclusion.

However, the warning that was particularly poignant involved a scam 
attributed to members of the police force. It was explained that the typical 
police officer was very poorly paid and many supplemented their income 
with bribes and payoffs. In this scam, the police officer approaches the 
traveler and asks to see his or her papers. These would consist of both a 
passport and a visa. When the traveler does so, the police officer looks 
over the documents and insists that there is a problem. Then, the police 
officer asserts that the traveler will need to come with him or her to the 
station to resolve the matter. However, at this point, the traveler is offered 
an option. For a relatively small sum of cash, the police officer will forget 
the matter and let the traveler go. I was told that this was the point where 
you can negotiate and that generally they would accept a much smaller 
sum than originally requested. It was emphasized that these incidents 
are primarily an inconvenience and that the traveler is rarely in any dan-
ger. Yet, they can be extremely stressful, ruining an otherwise pleasant 
experience.

It was the third or fourth day of my trip and I was walking back to 
my hotel after having had dinner with a couple of colleagues. All the 
while, wary of any uniformed official, I had been trying to keep a low 
profile and not draw any attention to myself. However, on this evening, 
as I walked down the street alone, there was no escaping as two men in 
uniform approached. They stopped and said something in Russian that 
I did not understand. I immediately assumed that this was the scenario 
about which I had been warned. There seemed to be no other option so 
I asked in English if they wanted to see my documents and started to 
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reach for my passport. However, hearing my English, one of the men 
replied in his own broken English, “We are Russian soldiers. Can you 
give us money for food?” I was immediately overcome with an enormous 
sense of relief. In my mind, I had prepared myself for the worst. Reaching 
into my pocket, I pulled out a bill and without paying much attention to 
the denomination, I handed it to the man and quickly continued on my 
way. I had still given up some money, but strangely, under those circum-
stances, I was happy to do so.

In this situation, not knowing one uniform from another, my brain put 
the pieces together to recognize a pattern that was consistent with the 
scam for which I had been warned. I had had a set of expectations and 
based on those expectations, I had processed the available cues, filled 
in the missing pieces, and confidently concluded that the two men were 
police officers intent on placing me in an unpleasant situation. Then, 
when one of the men announced that they were soldiers and asked for a 
donation, my expectations were drastically violated. Instantly, my brain 
transitioned from one state in which I was wary of an unpleasant inter-
action with Russian authorities to another situation where I was being 
humbly asked for assistance. My brain made this transition in an instant 
and I knew exactly what to do. Notably, it is this violation of expectations 
that makes the story interesting.

Since this first experience, I have made many trips to Russia and have 
gotten past my initial trepidation. While I have always exercised caution 
and have been the target of thieves on a couple of occasions, I do not con-
sider traveling in Russia to be any more dangerous than visiting certain 
large cities in the United States. Furthermore, I have had the opportunity 
to meet and work with many Russians who have proven to be respect-
able, caring, and considerate, and outstanding colleagues and friends.

As “Pattern-Seeking Primates,” the 
Default Condition Is to Believe

In one of my favorite Technology, Entertainment, Design (TED) talks, deliv-
ered by Michael Shermer, who edits a journal known as The Skeptic, Shermer 
introduces the term patternicity to describe our tendency to find meaningful 
patterns within our everyday experiences. As previously noted, the brain is 
constantly recognizing and often differentially responding to patterns, with 
these often occurring at an unconscious level. However, Shermer primarily 
concerns himself with the conscious willingness to believe that patterns are 
real and meaningful. He asserts that by default, our tendency is to believe 
that patterns are meaningful whenever the cost of making a false alarm is 
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less than that of a false rejection. For instance, most superstitious behavior is 
harmless, with there being little cost in believing that the associated ritualis-
tic behavior has a real effect on the outcome of everyday events. The basket-
ball player who insists on wearing a new pair of socks for every game suffers 
little for this belief. Likewise, the individual who readily accepts outlandish 
conspiracy theories may seem odd to many, but can endure without real-
izing any significant consequences for these beliefs. Furthermore, Shermer 
emphasizes that patternicity is particularly prevalent when it is difficult to 
assess the truth. In the case of conspiracy theories, the theories generally 
involve covert activities for which evidence has been hidden or destroyed, 
and powerful individuals or groups who have an express interest in conceal-
ing the truth. This creates conditions that are ripe for those who are inclined 
to believe in such theories to see connections between seemingly unrelated 
events and infer patterns for which there is little or no substantiation.

The propensity to recognize and believe in patterns varies in response 
to our life experiences. In research by Whitson and Galinsky (2008), they 
hypothesized that there would be a heightened willingness to see patterns 
within otherwise meaningless stimuli when individuals are feeling frus-
trated or out of control. In such situations, the recognition of patterns serves 
to impose some order on events at a time when one may feel somewhat 
helpless to affect critical aspects of the world around oneself. Whitson and 
Galinsky presented their subjects with images that consisted of numerous 
black lines of various lengths and orientations against a white background. 
For some trials, the image consisted of nothing more than randomly placed 
lines. However, on other trials, there was a line drawing of an actual object 
embedded within the image. For example, there might be a distinguish-
able outline of the planet Saturn or an airplane, with randomly placed lines 
surrounding and intersecting the outline of the object. The subjects were 
asked to indicate whether or not they believed that the images contained 
an embedded object. On 95% of the trials in which the image actually con-
tained an object, the subjects responded correctly, saying that there was an 
object within the image. However, the researchers were primarily interested 
in those trials in which images did not contain an embedded object, yet the 
subjects responded that an object was present.

In one study, prior to viewing the images, some of the subjects were 
assigned a frustrating task in which there was no clear relationship between 
the rewards and punishments, and their performance. The subjects who had 
undergone the frustrating experience were more likely to respond that the 
images contained objects when there was no embedded object. Similarly, in a 
second study, prior to viewing the images, some of the subjects were asked to 
recall an experience from their lives in which they had experienced a loss of 
control. These subjects were more prone to false alarms, saying that objects 
were present when they were not. Finally, a similar result was obtained 
with business people who reported that they were currently experiencing 
a stressful situation where they felt that they had little control over events. 
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Together, these findings suggest that when people are placed in frustrating 
situations where they feel that events are outside their control or that they 
are being affected by events over which they have no influence, they will 
be more prone to see associations between otherwise unrelated events, and 
assume and behave as if patterns exist that may be largely constructions of 
their own mind.

This is important to system design because it is common for individuals to 
experience frustration within the course of everyday transactions, both frus-
trations that are a direct product of the system and those that merely coin-
cide with their interactions with the system. Most of us are familiar with this 
experience during our everyday computer use. For some reason, the system 
may be unresponsive or behave oddly, and having no obvious explanation, 
we may link these experiences with unrelated events. For example, observ-
ing telephone technicians nearby with a cabinet open, one might presume 
that the problems with one’s computer are associated with the telecommu-
nications network. Having just had new software installed, one may blame 
the problem on the new software. Those using Windows-based systems that 
receive automated software updates are quite familiar with the experience 
where their computer behaves oddly at either startup or shutdown. Then, 
they realize that there are new software updates and that the anomalous 
behavior may be attributed to the installation and configuration of these 
updates. In fact, an expert in cybersecurity once commented to me that a 
substantial portion of the everyday reports of suspected computer viruses 
is attributable to unexpected system behavior resulting from Windows 
updates.

The first lesson for the system designer is to appreciate that from the per-
spective of a user or an operator, the patterns that he or she infers to exist 
are real, whether or not they do actually exist. In a study by Ress and Heeger 
(2003), subjects were shown a pattern and were then shown blurred images 
that either did or did not contain the pattern, with the subjects’ task being to 
indicate whether or not the pattern was present within the blurred images. 
Brain imaging data were recorded from the subjects as they performed this 
task. It was observed that whether or not the pattern was present, on trials in 
which the subjects indicated that the pattern was present, the activity of their 
brains was comparable to that when viewing an image with the pattern. This 
suggests that when the brain believes a pattern exists, regardless of the sen-
sory inputs to the perceptual system, it responds as if the pattern is actually 
there. A designer cannot dismiss the inferences of users because from the 
users’ perspective, these patterns are real. Furthermore, users may change 
their behavior or do things that are counterproductive as a result of these 
beliefs. For example, if users falsely believe that the sluggishness of their 
computer may be attributed to new software, they may uninstall the soft-
ware. If users falsely believe that the anomalous behavior caused by a system 
upgrade is due to a hacker having compromised their system or their having 
downloaded a virus, they may unnecessarily have their system wiped clean 



157Strengths and Weaknesses

and rebuilt. These actions are unnecessary, but from the perspective of the 
users, given their beliefs, they seem logical and necessary.

Obviously, the best way to avoid situations of this type in which users or 
operators attribute system malfunction or lack of reliability to unrelated fac-
tors, and consequently behave in a manner that is counterproductive based 
on these beliefs, is to design systems that are extremely robust. However, 
given that this may not always be possible, there are steps that can be taken 
to minimize the tendency to make erroneous associations. First, to the extent 
that anomalous system behavior can be anticipated, there is value in warn-
ing the user or operator. Such warnings provide an immediate link between 
the anomalous behavior and normal operational routines so that there is 
less of an inclination to search for alternative explanations. Where practical, 
another approach is to shield the user or operator from the anomalous behav-
ior. For example, an alternative workspace may be supplied that while it does 
not offer full functionality, will behave in a reliable manner. Frustration will 
only heighten the tendency to infer extraneous causes for anomalous system 
behavior. Thus, steps may be taken to minimize frustration. For instance, 
the user or operator may be allowed to control when the system operations 
producing the anomalous behavior occur so that while being unable to avoid 
the experience, at least the user or operator can control when it happens. 
Likewise, steps should be taken to avoid the potential loss of ongoing work 
or data so that once the system operations causing the anomalous behavior 
are complete, at a minimum, the operator can resume his or her activities 
without having lost anything. All these measures serve to establish valid 
connections between the normal operations of a system and the occasional 
anomalous behavior of the system, and by establishing these connections, 
minimize the opportunity for users and operators to form spurious connec-
tions. Furthermore, these methods serve to transfer some sense of control to 
the user or operator as a mechanism to avoid the frustration and stress that 
result when one is negatively impacted by events beyond one’s control.

While everyone is susceptible to “patternicity,” as described by Shermer, 
and this susceptibility varies in response to ongoing circumstances, it has 
been observed that there are individual differences in this susceptibility 
(Krummenacher et al., 2010). Krummenacher and colleagues have equated 
the propensity to see patterns with the concept of a signal-to-noise ratio 
(see figure 2 in Krummenacher et al., 2010). Those with a greater propensity 
to report patterns, with a corresponding higher incidence of false alarms, 
would be considered to have a low signal-to-noise threshold (i.e., more likely 
to report the presence of a signal and likewise, more likely to mistake noise 
for a valid signal). In contrast, those who are less likely to report patterns, 
with a corresponding higher incidence of false rejections, would be con-
sidered to have a high signal-to-noise threshold, being more likely to reject 
valid signals as noise.

A collection of traits that characterize those with a greater propensity to 
see patterns includes being more creative, more willing to believe in the 
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paranormal, more prone to psychotic illnesses, and having a lower sensitiv-
ity to negative feedback. In contrast, an opposite collection of traits asso-
ciated with those who are less prone to see patterns includes being more 
analytic, more skeptical, and having a greater susceptibility to depression 
and a greater sensitivity to negative feedback. Interestingly, these traits 
seem to be linked to either intrinsic levels or sensitivity to the neurochemi-
cal transmitter dopamine. Dopamine is a primary substrate mediating the 
reward systems within the brain such that increased dopamine is associ-
ated with positive, rewarding experiences. In the research reported by 
Krummenacher et al. (2010), it was shown that by manipulating the level 
of dopamine, the experimenters could shift individual subjects’ signal-to-
noise thresholds (i.e., propensity to see patterns). This led the researchers to 
conclude that the opposing traits were linked to the differential functioning 
of the dopamine-mediated reward circuits of the brain. Thus, those with 
an intrinsically high dopamine response are more prone to see patterns, 
whereas those with an intrinsically lower level of dopamine response are 
less likely to see patterns.

In applied settings, these findings have important ramifications. First, it 
can be assumed that the members of a workforce will vary in their intrinsic 
responses to dopamine and show varying propensities to see patterns. 
Furthermore, some professions are likely to attract those with a lower 
signal-to-noise threshold (i.e., greater intrinsic dopamine response). In 
particular, these are likely to be professions that hinge on creative processes 
(e.g., concept design, marketing, and various arts). These are occupations that 
demand a willingness to suspend concern for critical judgment and explore 
unproven ideas. However, in these situations, the associated insensitivity to 
negative feedback could promote the pursuit of unproductive paths and an 
unwillingness to accept critical appraisal. In contrast, professions attracting 
those with higher signal-to-noise thresholds would include those involv-
ing intense analytic analysis (e.g., engineering analysis, hazard and risk 
assessment, and accounting). These are positions where one must be wary of 
unproven ideas and keen to explore the various ways in which things can go 
wrong. However, in these professions, one must be concerned with the ten-
dency to be excessively skeptical and the stagnation that can result when one 
is overly sensitive to potential negative outcomes. Within an organizational 
setting, these opposing forces may sometimes collide. Conflict can result 
due to those who are blind to risks wanting to move forward while others 
resist and find it difficult to accept anything but incremental steps due to the 
potential risks. This is a perpetual conflict that exists within many organiza-
tions and I do not believe that there is a remedy, with the conflict reflecting a 
healthy balance of opposing traits deeply rooted in the basic circuitry of the 
brain. Perhaps, the primary point is that these traits may not be particularly 
malleable and represent manifestations of fundamental mechanisms under-
lying the operations of our brains, contributing to an overall healthy range 
of individual differences.
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6
Error

Fallibility is intrinsic to human behavior. As Alexander Pope (1688–1744) 
put it, “to err is human.” That might explain why there are many terms 
(e.g., errors, mistakes, failures, blunders, faults, slips, and lapses) to describe 
situations where things do not happen as we expect. Regardless of what we 
call them, human error is pervasive. Just like gravity and weather, it is an 
unavoidable fact of life that occurs every day and every hour—as we speak, 
as we drive, and as we do other daily routines.

The innate fallibilities of people are built into every system that involves 
human beings, making those systems vulnerable to flawed human actions. 
As increased complexity becomes a crucial feature of contemporary human–
technical systems involving mechanization, computerization, and auto-
mation, it increases the prospects of human error and makes such failures 
increasingly dangerous. Statistics show that human errors are implicated in 
over 90% of failures in the nuclear industry, over 80% of adverse events in 
health-care systems, over 80% of failures in the chemical and petrochemical 
industries, over 75% of marine casualties, and over 70% of aviation accidents. 
The potentially devastating consequences of erroneous human actions are 
exemplified by catastrophic disasters such as Chernobyl, Bhopal, Challenger, 
and Air Florida Flight 737. All these names are etched in our consciousness 
because of the deaths, injuries, and substantial property damage that have 
occurred over extended periods of time and across large geographic spaces, 
and have received extensive public, political, and scholarly attention. The 
human contributions to economic loss were illustrated in a study conducted 
by The National Institute of Standards and Technology (NIST) (Tassey, 2002) 
that considered major US software development firms. It was reported that 
software engineers spend an average of 70%–80% of their time testing and 
debugging, and it takes them an average of 17.4 h to fix a bug, costing the US 
economy over $50 billion annually.

Error from the Brain’s Perspective

From the perspective of the brain, you are right all the way up until the 
point that you realize that you are wrong. This expression captures the com-
mon experience that accompanies our committing errors during everyday 
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activities. We place the kettle on the stove, turn on the burner and walk away, 
waiting for the water to boil. Everything we have done seems fine and we 
continue with our morning routine of fixing breakfast. From the brain’s per-
spective, everything we have done is correct, we have no reasons for con-
cern, and we are making progress toward our goal of having breakfast and 
getting ready to start our day. Then, for some reason, we realize that we 
forgot to put water in the kettle. In a momentary realization, everything we 
had previously taken for granted when carrying out our morning routine is 
called into question as we berate ourselves for being so absentminded and 
putting our family and home in danger. This is our common experience of 
having committed an error. Everything is fine all the way up to the point that 
it becomes apparent that everything is not fine.

Within experimental research studies, this common experience of realiz-
ing that one has committed an error has been studied and the underlying 
brain mechanisms have been elucidated. A typical experimental paradigm 
presents a test participant with two buttons and an indicator that informs 
the subject which of the two buttons to press. The objective is to press the 
correct button as fast as possible once the indicator appears. In this para-
digm, known as a choice reaction time study, subjects usually commit numer-
ous errors as they attempt to maximize the speed of their response. On those 
trials in which the subject commits an error, there is a distinct neurophysi-
ological signal that accompanies this realization (Holroyd and Coles, 2002). 
Specifically, a wave of activity, which is measurable using an electroencepha-
logram (EEG), emerges at the point where the motor response commences, 
peaking at about 80 ms afterward, and spreading across a broad swath of 
the brain (i.e., error-related negativity). This signal has been attributed to a 
general-purpose system within the brain that functions to detect the occur-
rence of errors and prompt a reorientation of attention in response to an 
error. The system is differentially responsive to motivational considerations 
and it has been demonstrated that when rewards are provided for a success-
ful performance, the magnitude of the signal varies in accordance with the 
corresponding payoff (Gehring et al., 1993). Furthermore, the magnitude of 
the error signal varies in response to the magnitude of the error. For exam-
ple, in a four-choice reaction time task where subjects responded using both 
hands and two different fingers on each hand, the more the errors diverged 
from the correct response, the greater the magnitude of the error-related 
response (Bernstein et al., 1995). For example, there would be a larger ampli-
tude response when the subject used the wrong finger on the wrong hand, 
as opposed to merely responding with the wrong finger or the wrong hand.

The brain’s realization that an error has occurred provides the basis for the 
brain’s response to errors. A study was conducted in which subjects were 
presented with an indicator light and asked to wait 1 s before they pressed 
a button (Miltner et al., 1997). Following the button press, the subjects were 
given no feedback concerning their performance. At the end of a trial, the 
subjects were told whether their performance on the trial had fallen within 
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the criteria. An error-related electrophysiological response was seen when 
the subjects received the feedback, suggesting that it was the knowledge of 
how well they had performed, which had been dissociated from the actual 
performance, which elicited the brain response. The error response emanates 
from a region of the brain known as the anterior cingulate cortex (Dehaene 
et al., 1994). It has been suggested that this region serves as a comparator. For 
a given response, there is an intended outcome and the anterior cingulate 
cortex compares the actual outcome with the expected outcome. When there 
is a discrepancy, a response is emitted that then orients attention to the dis-
crepancy. Furthermore, Holroyd and Coles (2002) have proposed that there 
is a link between the anterior cingulate cortex and the reward circuits of 
the brain such that the comparative function of the anterior cingulate cor-
tex serves to modulate the level of reward (i.e., dopamine release in asso-
ciation with the response). Thus, through an ongoing comparison of actual 
and intended outcomes by a generic and highly flexible response monitoring 
circuit, the error response of the anterior cingulate cortex provides the basis 
for continually refining behavioral performance.

Organizational Approach to Human Error

Since human fallibility is inevitable, within the context of an organization it 
is counterproductive to attempt to completely eliminate errors or establish 
goals such as a flawless performance, which is often advocated by engineer-
ing system designers and management. Rather, we first need to adopt a per-
spective that recognizes the existence and potential occurrence of human 
errors, and then focus on the goals of developing a means to prevent errors 
from occurring and minimizing the consequences of errors when they do 
occur. This approach mirrors the functional organization of the brain where 
a premium is placed on the detection of errors and error monitoring pro-
vides a basis for continual refinement of performance. Within organizations, 
continuous efforts are needed. As emphasized by Weick and Sutcliffe (2001), 
in contrast to the pervasive nature of error, what is not pervasive are well-
developed systems, processes, and skills to detect and contain errors at their 
early stages. Echoing this perspective, there is a long tradition of research 
and practice in the disciplines of human factors, safety management, and 
risk analysis focused on the development of approaches to assess system 
reliability, evaluate potential risks of errors, identify error causes, and mini-
mize error occurrence.

Given their potential costs and adverse effects, we normally ascribe errors 
a negative role in our lives, with a deeply ingrained aversion. Compared 
with the extensive efforts that are devoted to preventing errors, the poten-
tial benefits of errors have been largely overlooked. The history of human 
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civilization provides numerous examples of innovations and discoveries 
that have been inspired by errors. As James Joyce noted, “mistakes are our 
portals of discovery.” Errors can provide insights, stimulate creativity, and 
invite us to explore new paths to “success on the far side of failure” (Thomas 
J. Watson, Sr., 1874–1956). We owe thanks to errors for many major inventions 
and discoveries, including antibiotic penicillin, smallpox vaccine, pacemak-
ers, dynamite, plastic, and radioactivity. These inventions and discoveries 
have fundamentally changed our lives, while inspiring the emergence and 
transformation of major industries. Furthermore, as a natural part of learn-
ing, errors indicate performance deficiencies and, under some circumstances, 
provide informative feedback about where knowledge and skills need fur-
ther improvement (Keith, 2010). Therefore, at an organizational and societal 
level, understanding how to learn from errors, as naturally occurs with the 
brain, is as important as preventing errors. This is not to say that we should 
forego the prevention of errors. Rather, we should foster a positive attitude 
toward errors when they occur by recognizing their potential instructive 
value in germinating new insights. Scott Adams expressed this sentiment 
in his famous line, “Creativity is allowing yourself to make mistakes. Art 
is knowing which ones to keep.” Errors will cause losses, but they are like 
bitter medicine, of which we need to take a few gulps to spark the creative 
genius inside us.

Although human error is a concept rooted in the discipline of psychology 
that describes an aspect or phenomenon of human behavior, it has increas-
ingly drawn attention and interest from a wide range of domains outside 
psychology, including engineering, medicine, and social science. This is not 
a coincidence, but a consequence of the paramount importance of under-
standing and managing human error in the safety of sociotechnical systems 
and our desire to avoid disasters. The past several decades have seen a mul-
titude of developments made through cross-disciplinary efforts, with an 
impetus to understand the human contribution to safety in complex systems 
from individual, organizational, social, and design perspectives.

Confusion Regarding the Term Human Error

Throughout history, the term human error has been used in our daily lan-
guage as if the term were well understood and defined. On the contrary, 
although many working definitions have been proposed, the term is difficult 
to define. Here, the term is used to refer to an activity that (1) was not intended 
by the actor; (2) is undesirable with respect to relevant rules or an external 
observer; or (3) resulted in a task or system diverging from its acceptable lim-
its (Senders and Moray, 1991). As noted by Hollnagel and Amalberti (2001), 
while the term has the connotation of something that should be avoided, it 
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is used with many denotations, each of which can be misleading in under-
standing the nature of error.

Human Error as Judgment

To understand the term human error, it is important for us to realize that 
when we say that an error has occurred, we are making a judgment by 
comparing, either explicitly or implicitly, the so-called error with some 
performance standard or criterion. That is, without a comparison it is not 
meaningful to say that an error has been made, even though the outcome is 
undesirable; an error can only be said to exist if there is a clear performance 
standard to define the criterion for an acceptable response or outcome.

Judgments regarding error imply that human performance is either correct 
or incorrect—a binary distinction. In some circumstances, the distinction can 
be made rather easily and objectively with a clear performance criterion. For 
example, for tasks that require a discrete action, such as turning on a pump, 
the correctness of the action can be easily specified. However, the binary 
distinction between right and wrong is not always justifiable for human 
performance. For instance, when there are multiple alternative strategies to 
achieve a goal, even though some strategies may be less optimal, they cannot 
be considered erroneous if the outcome is acceptable. Furthermore, even for 
the optimal strategy, the outcome may vary as a product of the natural and 
irreducible variability in human performance. Under these circumstances, it 
is difficult to define what is meant by incorrect performance, except for situ-
ations where human actions are clearly inappropriate or beyond the accept-
able limits of a specific task. That is, the defining qualities of the judgment 
may be unclear and thus may be prone to interpretation, especially when the 
criterion involves human internal, unobservable cognitive constructs such 
as intentions and purposes. Hence, the term human error, to some extent, 
is relative and subjective. What one person considers an error may not be 
what another person considers an error, depending on his or her perspec-
tives. There is a range of possibilities from the entirely correct to the totally 
incorrect, and the distinction between right and wrong is normally a matter 
of degree, rather than absolutes (Hollnagel, 2007).

Hollnagel and Amalberti (2001) present an interesting example that illus-
trates the subjectivity in judgment regarding human error. In a study analyz-
ing air traffic controller (ATCO) errors, two observers watched a controller’s 
training performance on a full-scale simulator and took note of all the errors 
that they observed. Although the observers witnessed the same perfor-
mance, there were substantial differences in the number of errors that they 
noted. More importantly, only a small number of errors were noted by both 
observers.

From the brain’s perspective, the subjectivity in judgment regarding 
human error is evident in the physiological response accompanying an 
erroneous performance. For example, it has been demonstrated that there 
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are multiple components to the error-related electrophysiological response 
of the brain. There is an initial component that has a negative polarity that 
is present whether or not an individual is aware of having made an error 
(Nieuwenhuis et al., 2001). In contrast, there is a second, later component 
with a positive polarity that is generally absent in conditions where a subject 
commits an error, but is unaware of having done so. When subjects are asked 
to evaluate their own performance and estimate the magnitude of their 
errors, there is a correlation between the magnitude of the electrophysiologi-
cal response and the individual’s subjective appraisal regarding the extent 
to which he or she has erred (Scheffers and Coles, 2000). Furthermore, when 
faced with an erroneous outcome, the brain responds differently depend-
ing on whether an individual perceives that he or she is the source of the 
error, as opposed to believing that he or she had no role in causing the error 
(Knoblich and Sebanz, 2005). These findings point to the subjectivity inher-
ent in human error. From the brain’s perspective, error is not absolute, and 
one’s response to an error differs in regard to whether one perceives that one 
is the cause of the error.

Human Error as Cause

In our daily language, we often say that an undesirable event occurred 
because of human error. In this context, the term human error is used with 
a denotation of being the cause of an event. Logically and philosophically, 
such a denotation represents a reverse causality (i.e., reasoning from effect 
to cause). Hence, the use of the term human error risks falsely associat-
ing an observed effect with a presumed cause (Hollnagel and Amalberti, 
2001).

Human error may be one of multiple possible causes for an observed out-
come or one variable in a complex process leading to an outcome. Therefore, 
the denotation is misleading in that it reduces all the possible causes and 
the associated complexity to a simple explanation labeled “human error.” 
This attribution often occurs when an analysis of events is carried just far 
enough that there is insufficient evidence to “blame” technological sys-
tems, such that human error constitutes a catch-all satisfactory explanation 
(Hollnagel and Amalberti, 2001; Woods et al., 2010). Such an explanation is 
often convenient, as well as sufficient, in accident investigations, because, as 
Perrow (1986, p. 146) noted, “Finding that faulty designs were responsible 
would entail enormous shutdown and retrofitting costs; finding that man-
agement was responsible would threaten those in charge, but finding that 
operators were responsible preserves the system, with some soporific injunc-
tions about better training.”

Since the denotation suggests that a meaningful cause has been identi-
fied, namely, the human, it stifles search for a systematic explanation and 
paints a partial picture of the undesirable event. The misleading implica-
tions of this denotation are that (1) the problem originated with humans; 
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(2) humans are responsible for the problem; and (3) error prevention can be 
achieved by changing humans or reducing their role in complex systems 
(Woods et al., 2010). As emphasized by Woods et al. (2010), error is a symp-
tom rather than a cause and should serve as a call for further probing and 
investigation.

Human Error as Consequence

When we conclude that an error was caused by human action, the term 
human error is used to characterize the observable outcome of the action. 
Such a denotation is commonly used in the probabilistic risk analysis (PRA) 
community to refer to human-caused failures of a system. One problem with 
this detonation is that it does not provide insight concerning potential errors, 
except for stating that the planned action fails to achieve its desired goal.

Another problem is that judgments concerning error, in this case the 
consequence of an action, can only be made after the error has occurred. 
Such judgments represent after-the-fact inferences based on observations 
of unsatisfactory results and, consequently, are prone to hindsight bias. As 
Woods et al. (2010) expressed, with the benefit of hindsight, we know what 
factors were critical to the results and tend to assume that knowledge of 
these factors was available before the results were known. Consequently, we 
tend to oversimplify or trivialize situations, as well as the mechanisms that 
could have affected the results, exaggerating what could have been known 
in foresight.

Human Error as Action, Event, or Process

When we say an error has occurred, or an event or a process has gone wrong, 
we address the manifestation of the error without consideration of the cause. 
One problem with this denotation is that, to some extent, it implies that 
human error is intentional, an observable human function, or an observ-
able category of human performance. As discussed earlier, human error 
is inferred from observations and involves judgments made in hindsight 
(Hollnagel, 1983; Woods et al., 1994).

There is no good reason to suppose a close coupling between an action, 
event, or process and the subsequent outcome or consequence (Woods et al., 
1994). A slip may cause momentary embarrassment and trifling inconve-
nience in a forgiving circumstance, but could lead to a catastrophic accident 
in a safety-critical system such as a nuclear power plant. As Reason and 
Mycielska (1982) stated, the difference lies not in the nature of the action, 
event, or process, but the extent to which its circumstances will produce 
penalties. Furthermore, “incorrect” actions do not necessarily lead to fail-
ures, and actions or processes can be corrected before they generate an unde-
sirable outcome. Likewise, there may be good reasons for performing some 
actions, yet they still lead to unwanted consequences.
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Interactive Nature and Complexity of Human Error

Error is the product of the dynamic interaction between a human and the 
system or task to achieve a specific goal in a specified context. This section 
discusses three elements in the processes underlying error: intention, cogni-
tive and neurophysiological mechanisms, and context.

Intention

Intention includes the motivation to interact with a system or perform a 
task, and the goal(s) of the interaction. The notions of error and intention 
are inseparable (Reason, 1990, p. 5). Error is not a human function. We 
do not commit an error intentionally; however, error is only applicable to 
intentional acts where there was prior intention, meaning the intention was 
formed prior to performing the act (Searle, 1980). Some intentional actions, 
such as spontaneous behavior, are carried out without plans. In such cases, 
no mismatch between the achieved results and goals is present to evaluate 
whether a specific action is correct or not (i.e., whether the action deviates 
from intention). Hence, it is only meaningful to talk of error when we act on 
a prior intention.

According to Reason (1990), prior intention is comprised of two elements: (1) 
the end-state to be attained; and (2) the means to achieve the end-state. Based 
on these two elements, error can be classified into two forms (Norman, 1983):

• Slips (or lapses) are unintended actions (i.e., actions that deviate from 
prior intention) that do not achieve the intended end-state.

• Mistakes are intended actions that do not achieve the intended end-
state because of the mismatch between the prior intention and the 
intended consequences.

Discussion of intent generally presumes some degree of conscious aware-
ness. However, in research summarized in Chapter 2, it has been demon-
strated that activity is present within the brain that is predictive of the intent 
to act and the specific nature of the action several seconds prior to the subject 
becoming consciously aware of his or her intent to act (Soon et  al., 2008). 
Furthermore, conditions may be distinguished in which conscious aware-
ness is focused on the intent to execute a specific action, as opposed to con-
sciously focusing on the actual execution of the action, based on activity 
occurring in a region of the brain known as the presupplementary motor 
area (Lau et al., 2004). In a typical experimental paradigm, subjects are asked 
to choose between one or more actions and then hold this intent in mind 
for some period of time until cued to execute their response (see figures 1 
and 2 in Lau et al., 2004). Based on activity observed within the brain, the 
specific choice may be reliably predicted. Once the action begins, activity 
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shifts to other regions of the brain as the subject executes the action and 
monitors his or her performance (Haynes et al., 2007). Brain processes under-
lying the intention and execution of an action are in play, whether or not one 
is consciously aware of one’s intentions or consciously attends to the action. 
Notably, conscious awareness is not essential, and an intent may exist within 
the brain to carry out a specific act without conscious awareness of this inten-
tion. These observations confuse our common conceptions of intentionality 
and error. Conscious awareness of the act, including the erroneous nature of 
the act, may not occur until the act is either underway or an individual has 
reached a point of no return, with the erroneous act being unstoppable.

Cognitive and Neurophysiological Mechanisms

While information-processing models based on analogy between human 
brain processes and the operations of a digital computer have been extremely 
influential in analyzing and interpreting human error (e.g., Ivergard and 
Hunt, 2008), their depictions of brain processes are questionable. At best, 
the functioning of the human brain is weakly analogous to the functions of 
a digital computer. Consequently, adherence to an information-processing 
model may prompt erroneous conclusions regarding the basis of human 
error. A consideration of the key differences between the brain and a digital 
computer elucidate several sources of human error within brain functions.

Whereas computers involve digital information processing, the brain is 
largely analog, with its operations being continuous and often nonlinear. 
The rate of firing and the synchronization of firing across neural circuits 
are essential to information processing within the brain. Consequently, per-
formance can be variable depending on the relative timing of events. For 
example, visual perception is characterized by synchronous activity in the 
8–13 Hz (alpha) bandwidth. It has been shown that the likelihood of the detec-
tion of a visual stimulus varies in accordance with the phase of these cycles 
such that a stimulus presented during the ascending portion of the cycle is 
more likely to be detected than a stimulus presented during the descending 
phase (Busch et al., 2009). Similarly, variability in trial-to-trial performance 
has been linked to spontaneous fluctuations in the oscillatory activity of 
neural circuits (Fox et al., 2005). Thus, it is misleading to think of the brain 
as a digital processor carrying out a sequence of instructions. Instead, the 
brain is more appropriately conceptualized as a collection of oscillating 
neural assemblies that are capable of processing information through the 
phase and harmonic synchronization of oscillatory processes (Singer, 1993). 
Accordingly, human error may arise as a product of the inherent variability 
in these processes, including factors that accentuate the variability inherent 
to these processes (e.g., fatigue, age), or as a result of perturbations affecting 
these processes (e.g., emotional responses).

With a computer, memory is accessed through reference to a precise 
address corresponding to its location on the memory drive mechanism (i.e., 
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byte-addressable memory). This design allows for great precision in recall-
ing specific memory records. In contrast, memory within the brain is con-
tent-addressable, meaning that recall is based on reference to the content 
of the memory. Thus, when recalling a specific memory, various cues to the 
memory contents serve as the basis for accessing and activating patterns of 
neural activation corresponding to the memory. Furthermore, within the 
brain, memory is subject to spreading activation. Through spreading activa-
tion, recalling a given item from memory primes other related items and, 
as a result of this priming, recall of related items is facilitated, with related 
items often consciously recalled.

Compared with a digital computer, memory processes within the brain 
are imprecise and subject to interference. Consequently, errors may arise due 
to erroneous recall. For example, with routine activities that have become 
highly automated, an irrelevant cue is often sufficient to trigger activation 
of an incorrect sequence of actions. This can be seen during daily rou-
tines when you lose track of where you are in the routine and repeat a step 
(e.g., brush your teeth twice or put the milk away before pouring some on 
your cereal). Likewise, interference attributable to spreading activation can 
impair accurate memory recall. For example, when trying to recall the name 
of someone who you have not seen in a long time, it is easy to mistakenly 
retrieve the wrong name based on the names of other people who you had 
known around the same time being more accessible within memory. In this 
situation, memory is accessed on the basis of the context in which you had 
known the person, but there were other people associated with this same 
context and in recalling the context, the wrong name is triggered. Yet, while 
the memory mechanisms of the brain are prone to error, the brain is often 
capable of retrieving memories given scant cues or, at the least, recalling a 
partial memory. In contrast, computers are generally incapable of retrieving 
items from memory without specific reference to the memory address, with 
memory retrieval being all or none.

Whereas computers are modular and carry out serial operations, the brain 
operates in a manner that is massively parallel. During everyday experi-
ences, the entire brain is active in processing and integrating sensory inputs, 
interpreting events, and coordinating responses. This includes processes 
occurring at both the conscious and unconscious levels. All these processes 
are interwoven to create our memories. Consequently, activities are context 
sensitive. This means that given appropriate contextual cues, memories may 
be retrieved that would otherwise be inaccessible. However, it also means 
that placed in the wrong context, memory retrieval may fail or inappropriate 
memories may be retrieved. Likewise, misinterpretation of the context can 
lead to the retrieval of inappropriate routines. For example, an examination 
of accidents often reveals that the operators misinterpreted the situation and 
given their interpretation of the situation, the seemingly erroneous actions 
were actually quite appropriate. The parallel nature of the brain lends itself 
to operational processes that are contextually based, meaning that the brain 
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creates an integrated representation of events. Then, as one moves between 
contexts, the brain shifts from one contextually linked collection of memory 
representations to another. This implies that for effective performance, there 
must be an accurate interpretation of contexts, with the failure to accurately 
interpret contexts leading to the retrieval of erroneous and inappropriate 
memory representations.

As a result of the parallel manner in which the brain operates, its operations 
tend to be nondiscrete. In contrast, the operations of a computer are serial 
and discrete. Consequently, with the brain, there is potential for interference 
between related operations. When there is activation of a given operation, 
this activation produces spreading activation to other related operations. For 
example, while fixing breakfast, the act of pouring a bowl of cereal produces 
spreading activation to the act of pouring milk onto the cereal. As a result, 
if the next step is to take orange juice from the refrigerator, it is not unlikely 
that one will erroneously pour the orange juice onto the cereal. While specific 
steps may be carried out one at a time, spreading activation and the result-
ing priming of memory representations, with multiple representations being 
simultaneously activated, creates an operational environment where indi-
vidual actions overlap with one another and can interfere with one another, 
and occasionally, actions may be performed out of sequence.

Whereas computers have a system clock and their operations are precisely 
timed relative to this clock, the timing of brain processes is variable. The 
extent of this variability can differ with there being associated effects on per-
formance. For example, as one gains proficiency with a motor task, there is 
a reduction in the variability of the neural processes involved in performing 
the task. This was demonstrated in a go/no-go paradigm in which subjects 
were presented with an initial cue to warn them that the cue prompting their 
response was impending (Churchland et al., 2006). During the interval, there 
is activation of the premotor regions of the cortex that corresponds to the 
preparation to respond. With practice, there is reduced variability in neural 
activation during this interval and with this reduced variability, there is a 
reduction in the response time.

In other research, it has been shown that variability in neural responses 
impacts perceptual experience. A study was conducted using Rubin’s vase-
faces picture for which subjects viewing the figure from one perspective 
report seeing a vase and from an alternative perspective report seeing two 
faces (Hesselmann et al., 2008). The researchers noted that there were ongo-
ing fluctuations in neural activity and when presentation of the figure cor-
responded to elevated activity in the fusiform gyrus, which is a region of 
the brain associated with recognizing faces, there was a greater tendency to 
report seeing two faces, as opposed to seeing a vase. This finding suggests 
that our propensity to interpret sensory information one way or another is a 
product of the relative timing of ongoing fluctuations of neural activity. The 
operation of the brain involves the coordination, or synchronization, of neu-
ral activity, both at a local level corresponding to specific functional circuits, 
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as well as at distributed levels for producing a response that integrates the 
activity of various functional circuits. The capacity to achieve the synchroni-
zation of neural circuits can vary with the result being variability in behav-
ioral performance. Furthermore, individual differences in intrinsic levels of 
neural variability have been linked to the level of connectivity within the 
prefrontal cortex (Ullen et al., 2008). Thus, there appears to be a neural sub-
strate underlying individual differences in the ability to generate coordi-
nated neural activity, with associated impacts on cognitive performance.

Macrocognition

Macrocognition is a term originally coined by Cacciabue and Hollnagel 
(1995) to describe cognition in real-world settings. It focuses on the nature 
of the human performance in “the field,” where decisions are often very 
complex and must be made quickly by domain experts in risky or high-
stakes situations (Klein et al., 2003). According to macrocognition theory, 
a macrocognitive function is the high-level mental activities that must be 
successfully accomplished to perform a task or achieve a goal in a natural-
istic environment (Letsky, 2007). Although there are a number of different 
macrocognition models, the general consensus is that there are five mac-
rocognitive functions: (1) detecting and noticing, (2) understanding and 
sensemaking, (3) decision making, (4) action, and (5) team coordination 
(US NRC, 2012; Whaley et al., 2012). As an illustration, Whaley et al. (2012) 
adapted the macrocognition concept to operator behavior in nuclear power 
plants. They identified the cognitive mechanisms underlying work in this 
environment. The operation of these mechanisms is considered crucial to a 
successful performance. If part of the process fails (either internal or exter-
nal to the human), the failure may manifest itself as a macrocognitive func-
tion failure.

Over 300 mechanisms have been identified along with the associated 
boundary conditions that can lead to the failure of the macrocognitive func-
tions. The mechanisms are then clustered into categories (i.e., proximate 
causes) based on the effects of the failures. A proximate cause reflects the 
failure of a mechanism. For example, one cognitive mechanism states that, 
“important sensory cues must be sufficiently salient to be easily detected by 
higher cognitive functions.” The failure of this mechanisms results in the 
cue not being perceived. Thus, “cue/info not perceived” is an identifiable 
cause (i.e., a proximate cause) for failing to detect a cue (i.e., the detecting 
and noticing macrocognitive function). The proximate causes for the failure 
of the five macrocognitive functions are listed in Table 6.1.

By establishing direct linkages (i.e., causal relationships) between cogni-
tive mechanisms and observed outcomes, the macrocognitive model pro-
vides an analytical approach to address different classes of errors (e.g., errors 
of commission [ECOs] and errors of omission [EOOs]), using a common set 
of cognitive mechanisms. Furthermore, since the model addresses failures 
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at the level of cognitive mechanisms, it can be readily extended to various 
domains.

Context

All human actions are performed within a specific context and are subject to 
a complex range of situational or environmental influences that bear on our 
ability to accomplish a task, such as training, procedures, human–system 
interfaces, communication standards, and so forth. The relevance and impor-
tance of contextual elements may vary with the situation, with contextual 
elements often difficult to identify and measure.

Retrospective analyses of actual operational events in industrial complexes 
(e.g., nuclear power plants) show that human operators generally perform 
routine tasks well with reasonable, natural variability. Human performance 
problems often arise in unusual circumstances, where operators perform 
actions that are not required and may worsen conditions during an accident. 
An isolated analysis of individual operational events may leave an impres-
sion that failures are caused by operators’ illogical actions under system- 
or event-specific circumstances. However, a deeper scrutiny from a holistic 
perspective suggests this impression is a biased and simplified explanation 
for the undesired performance. Such unusual circumstances involve a com-
bination of the following complicating factors that are relevant to all events:

• Multiple equipment failures and unavailabilities
• Deviations from operators’ expectations, beyond their training and 

experience

TABLE 6.1

Proximate Causes for the Failure of Macrocognitive Functions

Macrocognitive Functions Proximate Causes

Failure of detecting and noticing • Cues/information not perceived
• Cues/information not attended to
• Cues/information misperceived

Failure of understanding and 
sensemaking

• Incorrect data
• Incorrect integration of data, frames, or data 

with a frame
• Incorrect frame

Failure of decision making • Incorrect goals or priorities set
• Incorrect pattern matching
• Incorrect mental simulation or evaluation of 

options
Failure of action • Failure to execute desired action

• Execute desired action incorrectly
Failure of team coordination • Failure of team communication

• Error in leadership/supervision
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• System conditions not addressed by procedures
• Time pressure
• Uncertainty and limited information
• Conflicting goals and shifting priorities

These complicating factors frequently result in a significant mismatch 
between system behavior and operators’ expectations; a mismatch that fre-
quently creates the need for operator actions. In retrospect, it may be quite 
obvious that the situational appraisals, goals, and action plans that opera-
tors exhibited were inappropriate given the circumstances of the accident. 
Furthermore, it may be difficult to understand the tendency of operators to 
persist in implementing action plans given ineffective results. However, if 
we consider the seemingly illogical actions in the context of corresponding 
complicating factors, the actions often make sense given the engineered and 
operational conditions.

The Three Mile Island (TMI) accident offers an example of how opera-
tors can be “made to fail” by combinations of operator mindset and unex-
pected, confusing conditions (see Kemeny 1979). The accident occurred in 
Pennsylvania in March 1979, and has been the most serious commercial 
nuclear power plant accident to occur in the United States, with signifi-
cant reactor core damage and a small release of radioactivity. The acci-
dent started with a loss of heat sink (i.e., all secondary cooling), due to the 
loss of feedwater systems. The factors contributing to the unavailability 
of the systems included preexisting misaligned valves and a maintenance 
tag that obstructed the position indicator of the valves. A pilot-operated 
relief valve (PORV) was then lifted automatically to relieve the pressure 
caused by the lost heat sink, releasing steam to a pressure relief tank 
(PRT). When the PORV failed to reclose as designed, the following fac-
tors acted together to complicate the situation and eventually lead to the 
accident.

• The actual position of the PORV was not displayed in the main con-
trol room. Although the valve was stuck open, after the operators 
had sent a close signal to the valve, they assumed that the valve was 
completely shut. As a result, the valve was open for more than 2 h, 
causing water loss from the reactor vessel.

• The steam released from the PORV was dumped into a PRT; how-
ever, the indicator for the tank water level, which could have shown 
an improperly functioning PORV, was on the back panel of the con-
trol room. The operators did not check the indication partly because 
they were overloaded. The workload and cognitive noise during the 
early and middle stages of the accident were excessive. For example, 
there were 7 significant alerts in the first 28 s following the unknown 
opening of the PORV.
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• The rising water level in the pressurizer resulting from the loss of 
heat sink was unanticipated. The operators’ understanding and 
responses to the phenomenon were conditioned by their naval sub-
marine training, in which the dangers of a rising water level in the 
pressurizer were emphasized as it was indeed of more consequence 
and importance to operating a nuclear submarine than a nuclear 
power plant. This partly caused the operators to fixate on the water 
level and overlook cues that could have indicated an ongoing loss of 
coolant accident (LOCA). More importantly, driven by training that 
emphasized the need to respond to the rising water level in the pres-
surizer, the operators switched off a safety system to avoid increas-
ing the reactor pressure, which caused the reactor to overheat and 
guaranteed that there would be a meltdown of the reactor core.

The discussion above indicates that the cause of the accident was not sim-
ple and cannot be solely attributed to the operators. From the perspective 
of phenotype (i.e., what happened), the accident was a consequence of the 
operators’ inappropriate decisions and their overlooking cues that could 
have helped their diagnosis. From the perspective of genotype (i.e., why it 
happened), the operators’ inappropriate decisions and actions were a result 
of their effort to create success, cope with complexity, and bridge the gap 
between their expectations and the evolving conditions by adapting their 
training and experience to the ongoing challenges. Their training and expe-
rience allowed them to perform skilled and speedy operations under nor-
mal circumstances; however, when applied in the wrong context, they led 
to inappropriate behavior with unsafe consequences. The operators did not 
knowingly commit an error; they were performing actions that seemed “cor-
rect” at the time. In general, this observation is consistent with those derived 
from other incident analyses. That is, human error is not random and is con-
ditioned by a conjunction of system conditions (e.g., equipment failures) and 
contextual factors, which in combination may be referred to as an error-forcing 
context (EFC; Nuclear Regulatory Commission, 2000). The EFC can lead to a 
refusal to believe evidence that runs counter to an initial misdiagnosis, or 
failure to recognize evidence, which can result in subsequent mistakes and, 
ultimately, a catastrophic accident. This echoes the earlier discussion that 
attributing failures to humans is an over-simplified explanation. A proper 
understanding of human error requires a systematic and holistic point of 
view that accounts for the context.

An Error in Judgment

The radio industry was changing and ST had been unusually effective in 
adapting to these changes. Since assuming an executive position working 
out of the corporate headquarters, he had overseen the transformation of 
numerous stations in cities across the country. In many cases, this had 
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come with the dismissal of key personnel, including station managers 
and their staff. It was never pleasant, but ST believed that he was a deci-
sive leader and took pride in his willingness to make tough decisions.

It was a radio station in a large city in the southern United States, 
which the corporation considered to be a valuable market. Yet, hold-
ing on to the same format it had used since the 1960s, its audience had 
dwindled to the point that the station was no longer profitable. The sta-
tion was in desperate need of a major change and ST had no remorse 
when he fired the station manager of 15 years and replaced him with 
an individual who had been enormously successful at a small station 
in Southern California. The first step was to change the format from 
pop to talk radio to capitalize on the growing audience for this format 
at the time. While several key staff were retained, there was a tremen-
dous turnover with new personalities brought in to appear on the air 
and many of the support staff replaced with individuals who had more 
experience working with the new format.

ST believed that he had a thorough understanding of the situation. 
However, working in corporate headquarters a thousand miles away, 
he had little appreciation of the day-to-day dynamics within the station. 
Most prominently, the sales manager, who ST had retained, was close 
friends with the former station manager and had been assured that he 
would soon become station manager when the former manager retired. 
The sales manager wanted this position and had proudly proclaimed 
on many occasions that his ascent to the top job was inevitable. He had 
planned accordingly, purchasing a second home and assuming a lifestyle 
consistent with the income and perks typically given to station managers.

The sales manager was shocked when the announcement was made 
that the former station manager had been fired and a new manager was 
being brought in to the station from outside. He felt angry and betrayed. 
He went to the former manager, but there was nothing that could be 
done. It was humiliating to have to explain that he had been passed over. 
Fueled by his outrage, he declared that he was not going to let this hap-
pen and dedicated himself to undoing what had been done.

His scheme began with the recruitment of a key ally. He turned to 
the chief engineer who had openly expressed his discontent with hav-
ing lost a couple of staff and cuts to the budget that he needed to make 
technical upgrades. They had never been great friends, but they quickly 
found a common cause in their animosity toward everyone involved in 
the shake-up.

As with any new manager taking over a troubled radio station in an 
unfamiliar city, the first few months were rough going. The change in 
format did not go smoothly and many of their customers either quit buy-
ing commercial time or significantly reduced their purchases. This was 
accompanied by an economic downturn that impacted many of the sta-
tion’s traditional advertisers. There were technical problems that caused 
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unplanned expenses and it proved difficult to operate the station with a 
smaller staff. The sales manager waited a couple of months during which 
he documented every negative event and once sufficient time had passed 
that he could claim to have been open-minded and given the new sta-
tion manager a fair chance, he reached out to ST. His initial inquiry was 
modest, asking if ST might have time to speak to him about the situa-
tion at the station following the change in format. Having been taught 
that executives should have an open door, ST agreed to talk with the 
sales manager. Their first discussion over the phone was tame. The sales 
manager expressed that it had been difficult since the change in formats 
and asked if headquarters could contribute to the station’s advertising 
budget. The goal had been to establish a rapport and to seem reasonable 
and constructive.

ST had never worked with the new station manager before and their 
initial interactions did not go well. Reports from the station were bad 
and there was an immediate tension between ST and the station manager 
due partly to the challenging circumstances and partly to a differences 
between East Coast and West Coast personalities. Events continually 
placed ST and the station manager in conflict with one another. An ani-
mosity rooted in incompatible priorities began to develop. Consequently, 
ST was primed when the sales manager began his assault on the station 
manager. It started with a series of reports that chronicled and exagger-
ated the station’s misfortunes. Over the next few months, this escalated 
to direct attributions to the station manager, impugning his intelligence, 
and his managerial and personal skills. At this point, the sales manager 
brought his ally, the chief engineer, into the discussions to reinforce his 
assertions and contribute his own criticisms. They presented a situation 
in which the station was falling apart and the staff was ready to mutiny. 
Next, the sales manager turned to several friends whose companies 
advertised with the station and recruited them to express their discon-
tent with the station.

From ST’s perspective, he was receiving a constant litany of the failings 
of the station manager as he developed a personal distaste for the man-
ager due to their constant conflicts. His decision seemed obvious. The 
station manager would have to go and ST commenced the process for 
his dismissal. It was another 4 months before the firing was announced, 
coming 15 months after the initial hiring. The sales manager was not pro-
moted to the station manager’s job, but instead, another new manager was 
hired. Within 3 months, both the sales manager and the chief engineer 
had left the station and taken new jobs. In retrospect, a careful analysis 
of the situation would have revealed that the station manager had been 
effective in turning the station around after the format change. Revenues 
had initially dipped, but were on the rise and the station had returned 
to profitability after several years of losses. It would also become appar-
ent that the sales manager had been carrying out an elaborate scheme in 
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which he reported sales of commercial time at a discount rate, yet he had 
sold the time at standard rates and pocketed the difference. While ille-
gal, he was never indicted and he had left the station before the discrep-
ancy was discovered. The station manager was out of work for 9 months 
before he was hired to manage a small station in Texas where he resumed 
his success and was soon recognized within the radio industry for his 
talents. ST continued in his job for the next year and following a buyout 
of the company, was dismissed and left the radio industry.

Most discussions of error are focused on operators, line workers, and 
other low-level personnel. However, as this story illustrates, errors can 
occur at any level of an organization, with impacts that reverberate 
throughout an organization. At every step of the way, ST believed that he 
was making the correct decision and to this day would likely assert that 
he had not erred in his appraisal of the station manager and his decision 
to dismiss him. This is the nature of human error. From the perspective 
of the individual caught up in day-to-day events, the situation may seem 
clear and the appropriate course of action obvious. However, when view-
ing the events in retrospect and knowing what could not be known at the 
time, the nature and magnitude of the error is clear.

Error Classifications

A large number of taxonomies or classification schemes have been devel-
oped to describe error. For example, Meister (1971) divided human errors 
into four types based on where they originate: (1) operating errors, (2) design 
errors, (3) manufacturing errors, and (4) installation and maintenance errors. 
In probabilistic safety assessment (PSA) and human reliability analysis 
(HRA) for high-consequence industries (e.g., the nuclear and aviation indus-
tries), human errors are often classified into three categories based on the 
relative timing of the errors and the accident sequence. The first category is 
preinitiator human errors, which are faults that occur before the beginning of 
an accident sequence. The second category is initiator human errors, which are 
human actions that contribute to the initiating event of an accident sequence. 
The third category is postinitiator human errors, which are faults that occur 
after an incident that aggravate the incident (IAEA, 1996).

The error taxonomies vary with respect to their theoretical orientations 
and practical concerns. Due to the complex nature of human error, it is dif-
ficult for a taxonomy to be comprehensive and reconcile specific contextual 
triggers with general error tendencies (Reason, 1990). That is, there is more 
than one way to classify an error, depending on the nature of the error and 
the tasks of interest. With a given application, a particular taxonomy may be 
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preferred over others. The taxonomies range from simple binary classifica-
tions to complex hierarchical structures (Groth and Mosleh, 2012), and can 
be distinguished with respect to the following three levels at which the tax-
onomies approach the problem of classifying errors (Reason, 1990; Senders 
and Moray, 1991).

• Phenomenological or behavioral level. Taxonomies at this level classify 
errors in terms of observable features. Although they can effec-
tively describe what errors occurred at the superficial level of human 
behavior, these taxonomies do not provide insights with regard to 
why and how errors occurred.

• Contextual level. Taxonomies at this level emphasize the observable 
contextual triggering factors that prompted an error; however, like 
phenomenological taxonomies, they provide limited insights as to 
why and how errors occurred.

• Conceptual level. Taxonomies at this level are based on conceptual 
considerations of the cognitive mechanisms involved in error pro-
duction, and provide the greatest insight into the nature of errors.

Most of the available error taxonomies are useful only for retrospective 
error analysis, and few can be used to predict the imminent occurrence of 
errors (Senders and Moray, 1991). This is in contrast to the error classification 
schemes described in the following sections.

Errors of Omission and Errors of Commission

One frequently used scheme classifies human errors into EOOs, which are 
instances in which actions that are necessary for a particular circumstance 
are not performed, and EOCs, which refers to errors in which incorrect 
actions are performed or an intended action is performed incorrectly (Swain 
and Guttman, 1983; Wickens et al., 1998). EOOs are often caused by distrac-
tion or diverted attention and are particularly prevalent in maintenance 
tasks. Generally, EOOs do not alter the trajectory of events and are correct-
able in that they merely result in time delays. In contrast, EOCs are often 
caused by inadequate training, poor instruction, or unrecognized hazards. 
Although the scheme was expanded by Swain and Guttman (1983) with two 
additional categories (sequential errors, which are actions performed out of 
the correct order, and time errors, which are actions performed too slow, too 
fast, or too late), only the first two categories have been widely used in HRA 
methods, such as the technique for human error rate prediction (THERP) 
(Swain and Guttman, 1983).

EOOs, where an operator fails to perform some action, may be attributed to 
multiple causes. In an earlier chapter, there was discussion of mental lapses 
and the relationship between lapses and the brain’s default network. A lapse 
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refers to states in which an individual’s conscious awareness is turned inward 
and, as a result, he or she is less attentive and responsive to events occurring 
within the surrounding environment. Cheyne et al. (2009) have linked EOOs 
to mind wandering, attributing omissions to either momentary or prolonged 
lapses in attention. For instance, those exhibiting attentional deficits linked 
to attention deficit hyperactivity disorder (ADHD) show a greater incidence 
of EOOs (Johnson et al., 2007).

Certain conditions make disengagement more likely, with some individu-
als more prone to disengagement than others. EOOs can be expected to occur 
when disengagement results in either a failure to recognize cues prompting 
certain actions or there is a failure in task monitoring such that one loses 
track of what has and has not been done. Sustained task attention hinges on 
the integrity of the brain circuits associated with executive functions and 
contextual awareness, and conditions disrupting the integrity of these inter-
related circuits increase the propensity for lapses and the associated EOOs 
(Uddin et al., 2008). It has also been suggested that lapses may involve inter-
ference resulting from a failure to suppress task-irrelevant, spontaneous acti-
vation of neural circuits (Helps, 2009). Thus, there is competition between 
task-oriented and task-irrelevant thoughts, causing one to occasionally lose 
track of one’s ongoing activities. Taken together, it would appear that a pri-
mary source of EOOs lies within the capacity of the brain to maintain sus-
tained attention to a task, suppressing the tendency to drift into conscious 
states dominated by the activity of the default mode network, with impedi-
ments to sustained attention (e.g., boredom, fatigue, distractions) increasing 
the likelihood of activities being omitted.

A second source of EOOs involves situations where a routine or a pro-
cedure has been learned, but there is a failure to adequately recall this 
knowledge from memory, resulting in one or more steps being omitted. This 
situation will be most prevalent with routines for which there have been lim-
ited opportunities for practice or there has been an extended duration dur-
ing which there has been little or no practice. It has been demonstrated that 
the ability to accurately recall a procedural routine depends on the activity 
of a region of the brain known as the supplementary motor area (SMA), dur-
ing the period immediately following practice sessions (Tanaka et al., 2010). 
When currents were applied to the brain to suppress SMA activity immedi-
ately following practice, there was little benefit to the practice, in comparison 
with a condition where currents were applied 6 h subsequent to the practice 
session. It has been suggested that the activity of the SMA serves to stabilize 
the memory representation within the primary motor area, and when this 
process is disrupted, the memory representation for a series of steps is more 
susceptible to decay. However, deficits in the ability to recall procedural rou-
tines have also been linked to disruptions in the dopamine input to a region 
of the brain known as the caudate (Carbon et al., 2004). Dopamine serves 
to reinforce patterns of neural activation and in the absence of dopamine, 
memory representations linking a series of steps could decay, leaving one 
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more prone to omit steps or fail to complete a series of procedural steps. 
These findings suggest that the ability to accurately produce sequential pat-
terns of behavior depends on the integrity of neural circuits that serve to 
establish and sustain the corresponding memory representations. When 
there is an inadequate opportunity to establish these routines or the routines 
are allowed to decay due to nonuse, one might expect an increase in the 
incidence of EOOs.

A third factor contributing to the occurrence of EOOs involves failures of 
prospective memory. Prospective memory refers to the capacity to remem-
ber an activity that is to be performed sometime in the future. For exam-
ple, talking to friends one evening, one may agree to call one of them the 
next morning. Prospective memory would involve the processes whereby 
one forms a memory representation for the activity that is to be performed 
the next day and then recalls that memory the next day. When prospective 
memory fails, and one does not recall the intended activity, the resulting 
omission may be considered an EOO. Brain imaging studies suggest that 
there are two somewhat distinct functional circuits associated with prospec-
tive memory (Burgess et al., 2001). One serves to maintain an intention to 
perform the intended task, whereas the second provides the basis for realiz-
ing this intention. Consequently, activities that interfere with either function 
would be expected to produce prospective memory failures and associated 
EOOs. For example, there are cognitive demands associated with sustaining 
an intention to carry out a future activity. Intervening demands due to other 
tasks or activities will diminish the capacity to sustain the intention. It is a 
common experience to realize that once a demanding situation has reached 
a conclusion, one or more routine tasks that would have ordinarily been 
remembered, have been forgotten. Similarly, task demands at the time of the 
intended action can overshadow the intended activity. As a result, one may 
recall the intention, but being unable to carry out the intention, it is neglected 
and the corresponding actions are omitted.

Slips (or Lapses) and Mistakes

A second widely used binary classification scheme distinguishes between 
slips (or lapses) and mistakes (Norman, 1981; Reason, 1990). Slips (or lapses) 
are instances in which the intention is correct, but a failure occurs when car-
rying out the associated activities (Reason and Mycielska, 1982). Simply put, 
slips (or lapses) are low-level errors of execution. Generally, a slip refers to an 
unintended deviation from a correct plan of action due to suboptimal atten-
tion allocation, whereas a lapse involves omitting part of a plan of action. As 
noted previously, both slips and lapses are unintended actions. Unlike the 
terms commission and omission, which are descriptive and reflect the impact 
of the error, the terms slip (or lapse) and mistake imply a causal mechanism.

Studies of slips and lapses date back more than a century century when 
Freud (1901), started to record, classify, and analyze slips of the tongue 
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and pen to understand the underlying mechanisms for language produc-
tion. Recent research concerning slips of the tongue has shed light on the 
brain mechanisms underlying the occurrence of slips (Moller et al., 2007). 
In this research, subjects were exposed to an experimental procedure that 
is known to induce spoonerisms. A spoonerism is a slip of the tongue 
where the elements of a sentence are misplaced (e.g., instead of saying, “go 
and take a shower,” one might say, “go and shake a tower”). On trials in 
which subjects slipped and produced a spoonerism, there was heightened 
activation in the SMA, a region of the brain associated with the prepara-
tion of motor acts. This suggests that multiple motor acts were simultane-
ously prepared, with the failure to inhibit the inappropriate act resulting 
in the spoonerism. Once the act, whether verbal or otherwise, has been 
initiated, there is often an almost immediate recognition of the slip, with 
a corresponding electrophysiological response within the brain (Hiroaki 
et al., 2001).

In recent decades, extensive efforts have been devoted to expanding the 
studies to slips of action with a broader scope—understanding the organiza-
tion of human performance and the role of consciousness in guiding action. 
In these studies, different classification schemes have been proposed for 
action slips. For example, Norman (1981) categorized slips into three groups 
(i.e., intention formation, activation, and triggering) based on the sources of 
the slips.

Slips may be distinguished from other forms of error with respect to the 
nature of the tasks and the mental and physical conditions that promote the 
occurrence of slips (Reason and Mycielska, 1982; Reason, 1990, p. 8).

• Slips occur during the execution of highly skilled or habitual tasks 
that require little continuous conscious monitoring. The likelihood 
of committing a slip increases with proficiency at a particular task. 
This paradox can be explained by looking at the quantity and type of 
errors made by experts and novices. Most of the errors made by nov-
ices arise from a lack of competence and take unpredictable forms. 
As a novice becomes increasingly skilled at a task, the increased 
automaticity in carrying out the details of the task diminishes the 
demand on conscious attention. As a result, the novice begins to 
make fewer errors. However, their errors become more predictable 
in the sense that they tend to take the form of slips. That is, slips are 
the price we pay for the automaticity that allows us to perform rou-
tine tasks efficiently.

• Slips are most often triggered by the context. Routines are normally 
carried out in familiar environments where vigilance is at a mini-
mum. Environmental cues, such as similarities in locations, actions, 
purposes, and expectations, can elicit well-organized sequences of 
skilled actions that are habitually performed in these circumstances. 
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The actions are suitable for the context most of the time, but not when 
changed circumstances require some alteration of normal practice, 
or when new goals demand the modification of existing routines.

• Slips may be induced by external distraction or internal preoccu-
pation. Automaticity in performing routine tasks allows conscious 
attention to be directed to matters that are unrelated to the ongo-
ing activity. Divided attention often occurs because the performance 
of routine tasks in familiar surroundings requires little vigilance. 
When inadequate attention is allocated to monitoring events, inap-
propriate interpretations of events may occur resulting in biased 
perceptions, which in turn, lead to actions that are clearly recogniz-
able as belonging to a different context, but are inappropriate given 
the current conditions.

Slips and lapses may be detected and corrected at various stages, ranging 
from the initiation of the activity up to the point when the action departs 
from the plan. Many slips may be caught by the perpetrator or an observer. 
However, slips and lapses are often unrecognized, or in Reason’s (1990) 
words, they remain “latent” for long periods of time, awaiting windows of 
accident opportunities (e.g., weaknesses in safety barriers) to reveal them-
selves. The misaligned valves and maintenance tag previously mentioned in 
the TMI scenario are good examples. When these chance events were com-
bined with other operating circumstances, they had a significant impact, 
resulting in a system breakdown.

Mistakes arise from the formation of an incorrect intention, which leads 
to an incorrect action sequence, although the actions may be consistent with 
the wrong intention. Compared with slips, mistakes are high-level errors 
with a substantial cognitive component and are therefore more resistant to 
detection and correction. Mistakes often occur at Rasmussen’s (1983) level of 
knowledge-based processing and result from a failure to formulate a correct 
decision due to human processing limitations, incorrect knowledge, inad-
equate analysis, or planning failures.

The neural mechanisms that may be implicated in mistakes are much 
broader than those for slips. Often, the origin of mistakes involves erroneous 
inferences concerning the current context, and while actions may be appro-
priate for the assumed context, they are not appropriate for the actual con-
text. Brain imaging studies suggest that the recognition of context involves 
two distinct processes (Wan et al., 2011). One involves the perception of pat-
terns within the environment and the mapping of these patterns to a known 
context, with these operations linked to the precuneus region of the brain’s 
parietal lobe. The second involves the execution of actions based on the rec-
ognition of a context, with this operation linked to the caudate nucleus of the 
basal ganglia. Failures associated with either of these operations provide the 
basis for making a mistake. Yet, mistakes may arise from other mechanisms 
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as well. For example, the formation of memory for past events involves a 
process of construction in which memory traces are organized within the 
framework of current knowledge (Addis et al., 2007). The same neural sub-
strates that underlie the construction of memory for past events provide the 
basis for imaging and planning future events. Being a process of construc-
tion, memory is quite susceptible to erroneous formulations, with errors in 
memory construction providing a basis for actions later characterized as 
mistakes.

Skills, Rules, and Knowledge (SRK) Taxonomy

Rasmussen’s SRK taxonomy (Rasmussen, 1983) provides another framework 
for human error classification based on the different types of information 
processing involved. According to the SRK taxonomy, operators’ behavior 
can be classified into three categories based on the levels of cognitive con-
trol: (1) skill-based behavior (SBB), (2) rule-based behavior (RBB), and (3) 
knowledge-based behavior (KBB). SBB consists of smooth, automated, and 
highly integrated patterns of action that are performed without conscious 
attention. It is usually based on feedforward rather than feedback control. 
A typical example of SBB is typing on a keyboard without visual support. 
RBB consists of stored rules derived from procedures, experiences, instruc-
tions, or previous problem-solving activities. It is goal oriented, but does 
not require reasoning. Actions are directly triggered by familiar percep-
tual cues in the environment. KBB requires analytical reasoning based on 
an explicit representation of goals and a mental model of the functional 
properties of the environment. The SRK taxonomy–based scheme classifies 
human error into skill-based, rule-based, and knowledge-based errors. It should 
be noted that the slips/mistakes classification discussed earlier is closely 
related to the SRK classification. Slips are skill based because they occur 
with well-practiced activities and are caused by misapplied competence. 
Mistakes, in contrast, are largely confined to the rule- and knowledge-based 
domains.

Summary

Human error is the product of the dynamic interaction between human and 
systems or tasks to achieve a goal in a specified context. Therefore, to under-
stand error, it is important to examine all the elements involved in the inter-
action. An analysis of error should take into consideration the relationships 
between error and environmental, contextual factors as well as the interac-
tions among the contextual factors. With the benefit of hindsight, the right 
action or process may seem crystal clear. However, if we place seemingly 
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illogical actions in the context of the surrounding, complicating factors, 
actions seem sensible given engineered and operational settings. The impli-
cation is that we can reduce the likelihood of error by improving the condi-
tions under which people.

Both incorrect and correct performances result from the same cognitive 
and neurophysiological mechanisms, which underlie all human perfor-
mance. Thus, the study of human error is actually the study of human 
performance. There is no need for theories or models specific to human 
error as an adequate model for correct human performance must be able 
to account for error; conversely, an adequate explanation of error must 
begin with some understanding of correct performance (Reason and 
Mycielska, 1982).
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7
Cognitive States

Cognition may be thought of as the processes that are utilized in organizing 
information, including perception, attention, memory, understanding, and 
learning (Bostrom and Sandberg, 2009). The “cognitive state” of an indi-
vidual refers to the mental processes that modulate these core cognitive 
processes. Essentially, cognitive state refers to “state of mind,” which encom-
passes factors that determine efficiency (e.g., sleepiness) or emotional state 
(e.g., agitated).

Most of us have attended a meeting or a class after a late night and have 
found it difficult to remain engaged in discussions. In this case, a cognitive 
state that we may describe as “sleepy” impacts the basic cognitive function 
of attention. This example illustrates the importance of cognitive states, since 
cognitive states affect basic cognitive processes, modulating our perfor-
mance and coloring our experience of the world. Additionally, this example 
shows why we might want to alter our cognitive state (perhaps from “sleepy” 
to “alert” by drinking a cup of coffee). Doing so may have a beneficial impact 
on our academic or work performance. Any factor that affects our cognitive 
performance or our cognitive well-being may be thought of as impacting 
our cognitive state, and this impact can extend to virtually every facet of our 
conscious experience.

Stice et  al. (2008) investigated the brain response of lean versus obese 
women during the consumption of a chocolate milkshake and found that, in 
response to the frozen chocolate treat, corpulent individuals experienced less 
activation of the dorsal striatum—an area associated with the reward centers 
of the brain. The overweight subjects derived less pleasure from the milk-
shake than the nonoverweight subjects—a situation that is reversed if the 
same brain areas are examined immediately prior to milkshake consump-
tion. Obese individuals expect more reward, yet experience less; there is a 
greater craving, but less pleasure. This finding lends credence to the idea that 
compulsive eating is similar to other addictive behaviors—increased crav-
ing and blunted pleasure are commonly found in drug addiction (Volkow 
and Wise, 2005). But does hunger constitute a cognitive state? Researchers 
have demonstrated that hunger modulates attention to food, and this inter-
acts with obesity. Hungry, obese individuals tend to focus more attention 
on food when compared with their similarly food-deprived, nonoverweight 
counterparts (Nijs et al., 2010). Therefore, since hunger impacts attention, it 
may be thought of as a cognitive state.
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Cognitive emotional states may have substantial overlap with visceral 
changes within the body, which tend to be diffuse rather than specific 
(Cannon, 1927). For example, the same physiological arousal that occurs with 
fear or rage is also exhibited during periods of fever or exposure to cold. 
Simply identifying a physiological state may not enable an accurate determi-
nation of the emotion experienced by an individual. This is one reason that 
traditional lie detection tests have met with stiff criticism. Polygraphs tend 
to measure “arousal” (heartbeat, perspiration, respiration, blood pressure, 
etc.), which is assumed to increase as a physiological consequence of lying. 
However, it is difficult to distinguish this arousal from the arousal associ-
ated with anxiety or fear.

Artificially inducing the visceral changes associated with intense emotions 
(e.g., injecting adrenaline to elicit arousal) does not produce such emotions, 
though people are quick to recognize physiological arousal (Cannon, 1927). 
Individuals subjected to such injections may feel as if they are afraid, with-
out actually being afraid. These observations demonstrate that physiology 
alone, without consideration of the environmental context, may be a mis-
leading indication of cognitive state. To understand a cognitive state, it is 
important to consider the physiological circumstances (e.g., level of arousal, 
biochemical state of the brain), the content (i.e., what a person is thinking 
about, and any associated emotions), and the context (i.e., circumstances of 
the experience).

Slow and Surely

During my career, I have spent considerable time working with 
organizations that conduct high-consequence operations. Specifically, 
these are activities where there is the potential for negative events that 
could result in substantial loss of life and property, as well as other sig-
nificant ramifications. Much of this work has involved operations with 
explosives associated with the assembly, disassembly, and disposition of 
bombs. In these cases, an accident could result in the immediate death 
of everyone in the vicinity, the destruction of multimillion-dollar facili-
ties, substantial environmental harm, and other long-ranging conse-
quences for the community, organization, and government sponsors. 
Consequently, a wide range of precautions are taken to understand 
the potential risks, apply measures to minimize these risks, and install 
mechanisms to mitigate the effects should there ever be an accident.

When observing these operations, one is immediately struck by the 
atmosphere that surrounds the operations and the nature in which the 
work is conducted. There is never a doubt that this is a serious business. 
Initially, one notes how sterile the facility seems. There is nothing in the 
facility that does not need to be there and everything in the facility has 
a place and is in its place. There is a continuous hum from the climate 
control system, but otherwise, there is no sound. It is cool, but not cold. 
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The centerpiece of the facility is generally the sophisticated equipment 
that has been uniquely designed for these operations.

The workers have a certain way of doing their job. Generally, one indi-
vidual is assigned the role of reader and two or more others do the actual 
work. The reader stands at a music stand with the written procedures 
and reads the steps one by one. The other workers stand at attention as 
the reader reads a step and after the reader is done, they confirm that 
they have heard the step. Then, slowly and deliberately, they perform 
the step. Once completed, they announce that the step is done and the 
reader progresses to the next step. There are no extraneous activities. 
They do nothing that is not called out in the procedure. There is no extra-
neous conversation. All attention is focused on the step in the procedure 
being performed. Most strikingly, work proceeds at a slow and deliberate 
pace, with the ritualistic routine exercised flawlessly from one step to the 
next. For an observer, it is like watching paint dry. Everything is done so 
slowly and carefully that it becomes excruciatingly boring.

In this setting, the workers attain a certain cognitive state. This state 
represents one extreme of the speed–accuracy trade-off. The mind pro-
gresses at a slow deliberate pace, never hurrying or racing. This affords 
an opportunity for all attention to be focused entirely on the task and 
every minute detail associated with the task. Furthermore, through the 
structure provided in the written procedures and the ritualistic routines 
exercised in performing the procedures, the workers are not distracted 
by the need to think through how they are going to do the task or what 
might come next. Instead, they know exactly what needs to be done and 
all their attention is focused on carrying out these activities. If anything 
occurs that deviates from expectations (e.g., a bolt does not come loose), 
the whole operation comes to a halt as the engineers and technicians 
review the problem to determine how best to resolve it.

One might think that these operations are extremely boring and that 
there may be a risk associated with this boredom. Perhaps this is true, 
but I am also inclined to believe that for many of the workers, there is 
a sense of comfort that comes from the cognitive state that they must 
enter to perform their job. In some ways, it resembles a meditative state in 
that the workers’ attention is focused on specific activities and they must 
clear their minds of distracting thoughts. From this perspective, it bears 
a strong resemblance to tai chi in that with tai chi, one seeks to clear one’s 
mind of distractions and focus one’s attention on slowly and deliberately 
carrying out a well-practiced series of actions. This represents a some-
what distinct cognitive state that most of us have probably experienced 
at some time. However, for the operations described here, the ability to 
attain this cognitive state and exercise the self-regulation that is essential 
to sustain this state is an essential element of these workers’ ability to 
effectively carry out their jobs.
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Humans have a long history of manipulating their cognitive state in a 
variety of ways for a variety of reasons. This extends from the time of the 
ancient Sumerian use of opium (Brownstein, 1993) to the Irish consumption 
of ether when traditional alcoholic beverages became taboo in the mid-1800s 
(Strickland, 1996). These examples involve the use of psychoactive sub-
stances. While drug use is a common method of cognitive state manipula-
tion, it is by no means the only mechanism. In fact, the same patterns of brain 
activation thought to relate to the craving that can accompany drug use (i.e., 
the dopamine-mediated mesolimbic pathway) underlie a variety of cogni-
tive state manipulations that occur with consuming certain foods such as 
chocolate (Volkow and Wise, 2005) (see Figure 7.1), intense romantic love (Xu 
et al., 2011), or contributing to social causes (Harbaugh et al., 2007). Countless 
mechanisms have the effect of manipulating cognitive state. The following 
sections describe two pharmacological approaches, caffeine and nicotine, 
and two nonpharmacological approaches, physical exercise and meditation. 
However, the range of mechanisms for manipulating cognitive state is much 
broader, encompassing entertainment, education, play, and so on. In general, 
any experience, whether self-administered or the product of the environ-
ment, that alters the brain mechanisms underlying cognitive processes may 
be considered a cognitive state manipulation. Manipulations that result in 
enhanced cognitive performance are emphasized here, with specific exam-
ples discussed in the remaining sections of this chapter.

Pharmacological Enhancement: Caffeine

There is probably no psychoactive substance that is used more broadly or 
by more people to manipulate their cognitive state than caffeine (Gilbert, 
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1984). Aside from coffee, caffeine is present in significant quantities in 
tea, cocoa, soft drinks, chocolate, certain analgesics such as Excedrin, and 
over-the-counter stimulants such as No Doz. Caffeine has a wide variety 
of benefits in both the cognitive and affective domains, including increased 
alertness, decreased fatigue, improved performance on simple sustained 
vigilance tasks, elevated mood, and reduced depressive symptoms (Attwood 
et al., 2007; Glade, 2010; Lara, 2010), as well as enhanced control of attention 
(Brunyé et al., 2010), increased physical endurance (Costill et al., 1978), and 
improved logical reasoning and semantic memory (Smith et al., 1992). For 
instance, Smith et  al. (1999) tested college students on a variety of perfor-
mance and mood measures before administering either a caffeinated (40 mg 
of caffeine) or decaffeinated beverage. On subsequent testing, relative to the 
placebo group (decaffeinated), the students who ingested caffeine exhibited 
increased alertness, reduced tension, and faster reaction times.

While some of the effects of caffeine may result from peripheral physi-
ological responses such as an increase in blood pressure and respiration 
rate, the major mechanism of action occurs in the brain. Caffeine has many 
effects on the body, including the inhibition of cyclic adenosine monophos-
phate phosphodiesterase (cAMP), an enzyme responsible for breaking down 
cAMP, thereby leading to a buildup of cAMP in the brain. Caffeine has also 
been found to block gamma-aminobutyric acid (GABA) receptors (associ-
ated with neural inhibition) and to stimulate calcium release within neurons. 
While these are likely contributing factors in explaining the effects of caf-
feine, the primary mechanism by which caffeine operates involves the block-
ade of adenosine receptors. In fact, the effects of the former mechanisms are 
only attainable with toxic concentrations of caffeine (Daly and Fredholm, 
1998). Within the brain, adenosine functions as a neurotransmitter that binds 
to adenosine-specific neural receptors. During prolonged wakefulness, 
adenosine levels become elevated, which is believed to cause the feelings 
of drowsiness that occur after being awake for a prolonged period of time 
(Basheer et al., 2000). Given a link between adenosine levels and drowsiness, 
the blockage of adenosine receptors that occurs with caffeine explains the 
enhanced alertness that is experienced with caffeine.

While the half-life of caffeine may vary somewhat from person to person, 
it is generally around 4–6 h, meaning that 4–6 h after consumption, only half 
the caffeine will remain within the bloodstream. After another 4–6 h, only 
half of that caffeine will persist, and so on (Hammami et al., 2010). As the 
concentration of caffeine in the bloodstream lessens, there is a diminished 
effect on the brain. Additionally, as discussed in Chapter 2, the brain tends 
toward homeostasis and it will enact measures to counter perturbations to 
its normal functioning state, such as the perturbation resulting from caffeine 
consumption. These reactive countermeasures are imprecise and will some-
times overshoot when confronted with chronic or high doses of a substance. 
This has been termed the rebound effect (Julien, 2001). Consequently, following 
the enhanced alertness after initially ingesting caffeine, the positive effects 
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will subside, often leaving an individual feeling sluggish and unfocused, 
despite continued caffeine consumption.

The regular consumption of caffeine leads to tolerance and the need for 
more and more caffeine in order to attain an effect (Evans and Griffiths, 
1992). As a result, many individuals will consume caffeine throughout the 
day in order to stave off the withdrawal effects and the concomitant mental 
collapse. Griffiths et al. (1990) gave research participants 100 mg of caffeine 
per day in capsule form for 1 week. Afterward, without the subjects’ knowl-
edge, a placebo was substituted for the caffeine capsules. Almost immedi-
ately, caffeine withdrawal symptoms appeared as evidenced by headaches, 
lethargy, and a decreased ability to concentrate.

Caffeine intake may be timed to achieve optimal benefits—for instance, 
to ensure maximal alertness when it is most needed (Ritter and Yeh, 2011). 
An alternative strategy involves switching between methods of cognitive 
enhancement throughout the day (e.g., a morning cup of coffee followed by 
light exercise at lunch) to avoid the tolerance and rebound that occur with 
chronic caffeine consumption. Caffeine is best used sparingly and timed 
such that peak plasma concentration occurs during events that require an 
extra boost. Continuous ingestion, without regard to the context or timing, 
can lead to an eventual detriment, rather than an enhancement. Furthermore, 
with chronic use, the benefits of caffeine may primarily result from the alle-
viation of withdrawal symptoms (Rodgers and Dernoncourt, 1998). In con-
trast, used strategically, caffeine can provide a predictable enhancement of 
cognitive and physical performance.

Pharmacological Enhancement: Nicotine

Nicotine is a compound found in the leaves of the tobacco plant, of which 
there are two varieties—large leaf and small leaf. The large-leaf variety was 
domesticated in South America over 5000 years ago and currently serves as 
the principal source of tobacco. Inhaling nicotine via short, quick puffs pro-
duces a low level of blood nicotine, which generally produces a stimulant 
effect on nerve transmission. In contrast, deep, slow puffs produce a high 
level of nicotine in the blood, which causes more of a sedative effect (Gilbert, 
1979). Smokers may be unaware of the different effects, yet learn these hab-
its subconsciously over time and adjust their smoking to suit their desired 
outcome.

Nicotine was first isolated nearly 200 years ago (Posselt and Reimann, 1828). 
It is believed that the tobacco plant produces nicotine as a form of insecticide, 
as its toxic properties serve to paralyze insects when they absorb it through 
direct contact with the plant. These properties have been exploited in the 
manufacture of nicotine-based insecticides such as Black Leaf 40 (a 40% 
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water-based nicotine sulfate solution) and Nico-Fume liquid (a 40% solution 
of free nicotine). The manufacture of such insecticides has largely been dis-
continued due to safety concerns, but their prior existence underscores the 
point that nicotine is toxic to both humans and insects.

Nicotine enters the lungs on tiny particles referred to as tar, which is a 
complex mixture of hydrocarbons that gives cigarettes their distinctive taste 
and smell. This pulmonary delivery is quite efficient, with nicotine reaching 
the brain in approximately 7 s following inhalation (roughly twice as fast 
as an intravenous administration), due in large part to the roughly 100 m2 
surface area of the lungs (Newhouse, 1999). Each puff on a cigarette deliv-
ers a small burst of nicotine to the brain, and it is estimated that the typical 
smoker consumes approximately 30 cigarettes per day, taking 10 puffs from 
each cigarette (Moody et al., 1973). This represents a whopping 300 puffs of 
nicotine per day.

The half-life of nicotine varies depending on the individual, but it is typi-
cally around 2 h (Benowitz et al., 1982). If individuals wish to sustain their 
level of blood nicotine throughout the day, they must repeatedly smoke. This 
repeated intake leads to an increasing level of nicotine since each dose builds 
on previous doses. However, this does not lead to an increasing cognitive 
benefit, as acute tolerance develops, particularly in habitual smokers.

Once bursts of nicotine enter the body, they bind with nicotinic cholinergic 
receptors (nAChRs), which are one of the two basic subtypes of acetylcholine 
(ACh) receptors. Nicotinic receptors are noteworthy because they are present 
both within and outside the brain. In the peripheral nervous system, nico-
tinic receptors occur at neuromuscular junctions where ACh acts as a neu-
rotransmitter, stimulating muscle fibers to imitate a muscular contraction. 
Nicotine also has effects on the autonomic nervous system, which include 
stimulation of the adrenal glands and concomitant release of norepinephrine 
and epinephrine (adrenaline). These cause an increased heart rate and blood 
pressure, as well as an increased metabolic rate.

In the brain, nicotine also binds to ACh receptors, although some ACh 
receptors bind nicotine with high affinity and others with low affinity. The 
high-affinity receptors are distributed throughout several areas of the brain, 
including the cerebral cortex, thalamus, striatum, hippocampus, substantia 
nigra, ventral tegmental area, locus coeruleus, and the raphe nuclei. As is the 
case at neuromuscular junctions, nicotine has a stimulating effect; the bind-
ing of nicotine to the receptor opens a channel allowing sodium ions to flow 
across the cell membrane resulting in an excitatory response. If the level of 
nicotine is high enough, leading to chronic activation of nicotinic ACh recep-
tors, depolarization will eventually cause cells to become unable to fire until 
the nicotine is cleared, a response that may account for the biphasic effect of 
nicotine mentioned earlier (i.e., stimulation at low doses and sedation at high 
doses). Nicotine has been found to produce a variety of cognitive benefits, 
particularly with tasks that depend on attention (Sherwood, 1993). The ben-
eficial effect of nicotine on attention has been supported by evidence from 
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electroencephalogram (EEG) research in which transdermal administration 
of nicotine (i.e., a skin patch) resulted in changes in the EEG signal that are 
consistent with enhanced arousal and attention (e.g., lessening of alpha fre-
quency activity and increased beta frequency activity). These effects have 
been demonstrated in nonsmokers (Griesar et al., 2002) as well as abstaining 
smokers (Knott et al., 1999).

One difficulty with this type of research is that it often utilizes current 
smokers and requires them to abstain from smoking for a period of time 
prior to the experiment in order to purge their systems of residual nicotine. 
This means that research on the cognitive impact of nicotine may often 
be examining the reversal of withdrawal symptoms in abstaining smok-
ers, rather than demonstrating a boost above normal baseline performance. 
Foulds et  al. (1996) compared abstinent smokers with nonsmokers on a 
visual attention task. The participants were shown a string of digits, and 
were tasked to respond when they detected three consecutive odd digits or 
three consecutive even digits. The reaction time of the abstinent smokers 
who were given 0.6 mg of nicotine was on par with the nonsmokers who 
were given a placebo, while the nonsmokers who were given 0.6 mg of nic-
otine responded substantially faster than their counterparts who smoked. 
This experiment supports the assertion that the cognitive benefit associ-
ated with nicotine administration in abstinent smokers is likely due to the 
alleviation of withdrawal-related deficits. While nicotine was effective in 
reducing the reaction time in both smokers and nonsmokers, the smok-
ers responded more slowly overall, meaning that they needed nicotine just 
to respond at a level equivalent to the nonsmokers who were not given 
nicotine. Chronic nicotine consumption results in a cognitive deficit with 
continued smoking required to bring an individual back to baseline levels 
of performance.

A parallel situation may be found when considering the impact of nicotine 
on mood. Smokers often report that puffing on a cigarette leads to feelings 
of relaxation and the alleviation of stress, in addition to an increased clar-
ity of thought. In reality, smokers become irritable and stressed (in addition 
to experiencing clouded concentration) due to nicotine withdrawal, and 
introducing nicotine to the bloodstream serves to alleviate these withdrawal 
symptoms, thereby reducing stress and facilitating concentration. For smok-
ers, stress increases in the absence of nicotine in the bloodstream, and the 
reintroduction of nicotine alleviates these symptoms (Parrott, 1999; Parrott 
and Kaye, 1999). Similar to cognitive benefits, for smokers the enhanced 
mood following nicotine consumption is actually due to relief from a detri-
mental state, rather than a boost above baseline. Furthermore, for nonsmok-
ers the benefits associated with nicotine consumption do not come without 
a cost. Whereas drinking coffee may be a pleasant experience, even for those 
who seldom partake in such an activity, the adverse effects of nicotine for 
nonsmokers are pronounced. A dose of 0.6 mg—the same dose that elicited a 
cognitive benefit for nonsmokers in the previously mentioned study—leads 
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to relatively intense adverse reactions in nonsmokers, including cold hands, 
dizziness, headaches, heart palpitations, and sweating (Foulds et al., 1997).

Cognitive Enhancement through Physical Exercise

Over the past decade, evidence has accumulated suggesting a link between 
physical exercise and cognitive performance. Research was originally moti-
vated by interest in the relationship between physical exertion and cognitive 
decline in old age. For instance, in 1995, Albert et  al. (1995) demonstrated 
that for healthy 70- to 79-year-olds, the best predictor of cognitive decline, 
measured using a battery of tasks assessing language, verbal memory, non-
verbal memory, conceptualization, and visuospatial ability, was strenuous 
physical activity. Other groups have found similar results in the elderly 
with follow-up periods ranging from 2 (Etgen et al., 2010) to 31 years (Andel 
et al., 2008). There is evidence that regular physical activity offers protection 
against dementia. Research participants who engaged in physical activities 
that lasted a minimum of 20–30 min resulting in breathlessness and sweat-
ing were 52% less likely than their more sedentary counterparts to have 
dementia 21 years later (Rovio et al., 2005). A number of studies have dem-
onstrated similar findings (e.g., Abbott et al., 2004; Andel et al., 2008; Laurin 
et al., 2001). As a result of this research, physical activity has been recom-
mended both as a preventative measure against dementia, and as a means of 
slowing memory decline in those individuals with dementia (Intlekofer and 
Cotman, 2013).

While numerous studies have addressed the impact of physical exertion on 
cognitive decline in old age, studies involving young participants are rare. 
The aging brain undergoes a number of changes, including deterioration of 
the frontal lobe structures (West, 1996) that relate to executive functioning 
(planning, organizing, managing time), and exercise is particularly suited to 
boosting these functions such that intervention may matter more for older 
individuals (Colcombe and Kramer, 2003). A recent study directly compared 
middle-aged adults (40–59 years of age) with older adults (60–82 years of age) 
to examine what has been referred to as the age-dependence hypothesis. It was 
found that physical exercise provided a greater benefit to the older individu-
als, supporting the idea that physical exercise has its greatest effect on cog-
nitive functions during life stages at which these functions have begun to 
decline (Hötting and Röder, 2013).

In contrast, associations between physical activity and cognitive func-
tioning in children have been the focus of recent research, with the find-
ing that cardiovascular fitness is a strong predictor of performance on tasks 
that require significant cognitive control (Chaddock et al., 2012). Academic 
achievement (Donnelly et al., 2009) (see Figure 7.2), creativity (Tuckman and 
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Hinkle, 1986), and planning ability (Davis et al., 2011) have been found to 
improve with physical exercise interventions in children. It is interesting that 
executive functioning seems to benefit from physical exercise in children 
(Barenberg et al., 2011; Best, 2010), just as in elderly individuals. While elderly 
individuals are experiencing a decline in the brain areas associated with 
executive functions, these same brain areas are only beginning to develop 
in children. Since executive functioning largely involves the frontal lobe 
structures that mature late in adolescence (Best and Miller, 2010), the nascent 
development of such circuitry may be more easily affected by physical exer-
tion than the more developed brain structures (Best, 2010).

In addition to the ends of the age spectrum, the positive impact of physical 
exertion on cognitive functioning has also been shown for middle-aged 
individuals. Richards et  al. (2003) collected measures of physical activity 
for 36-year-old men and women, and found that physical exercise at this 
age was predictive of higher memory scores during a follow-up session at 
43 years of age, and was predictive of a slower rate of memory decline from 
ages 43 to 53. Interestingly, those individuals who ceased exercising after 
age 36 experienced more memory loss than participants who began an exer-
cise regimen at age 36, while participants already active at age 36 and who 
remained active exhibited the least decay in memory function. This research 
suggests that starting exercise later in life still promotes the retention of cog-
nitive faculties later on in life.

While all ages seem to benefit from exercise, there are many facets of 
exercise to consider, such as the type and intensity of exercise. The vast 
majority of research focuses on aerobic exercise (endurance programs such as 
running, walking, cycling, and swimming). This body of research indicates 
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that aerobic exercise enhances a variety of cognitive functions, including 
auditory and visual attention, motor control, spatial cognition, and cognitive 
speed (Angevaren et al., 2008; Colcombe and Kramer, 2003). Recent research 
has addressed basic stretching activities and has found that both aerobic 
exercise and stretching/coordination training are effective in improving the 
cognitive functioning of participants (Hötting et al., 2012). Resistance train-
ing (e.g., weight lifting) in women aged 65 years or older improves execu-
tive functioning (Liu-Ambrose et al., 2010) and, in general, older individuals 
demonstrate enhanced short-term memory and attention following resis-
tance training programs (Cassilhas et al., 2012). It is possible that different 
types of exercise enhance cognition via different mechanisms. For instance, 
cardiovascular training has been shown to improve episodic memory, 
while stretching/coordination training has been shown to improve atten-
tion (Hötting et al., 2012). Thus, a combination of training methods might 
be particularly effective in the overall improvement of cognitive function 
(Colcombe and Kramer, 2003). Regarding the intensity of exercise, research 
assessing the memory functions of older adults demonstrated that even low-
intensity aerobic exercise leads to a significant enhancement of memory 
scores relative to a sedentary control group (Ruscheweyh et al., 2011).

In addition to the benefits derived from regular physical exercise that is 
sustained over months or years, exercise also provides a basis for the short-
term enhancement of cognitive functioning. A recent meta-analysis found 
that exercise-induced arousal led to enhanced cognitive performance on 
tasks involving rapid decision making and memory storage and retrieval 
(Lambourne and Tomporowski, 2010), although prolonged exercise that 
resulted in dehydration tended to have a detrimental effect on cognitive per-
formance (Tomporowski, 2003).

Exercise affects the brain via increased blood flow and vasculariza-
tion. Physically active adults have been demonstrated to exhibit a greater 
number of small cerebral blood vessels relative to sedentary adults (Bullitt 
et al., 2009), which is thought to lead to a more efficient system of delivery 
of oxygen and nutrients to the brain. Given that the brain requires a dis-
proportionate amount of oxygen and glucose compared with other parts of 
the body, the enhancement of the blood flow and the addition of blood ves-
sels enable more efficient delivery of sugar and oxygen, thereby enhancing 
brain function. Exercise also reduces stress. There is a finite amount of blood 
in the brain, and if that blood supply, along with oxygen and nutrients, is 
being diverted to motor areas to facilitate intense physical activity, it is not 
available to areas involved in rumination (i.e., compulsively thinking about 
the distresses in one’s life). For instance, endurance running has been found 
to result in hypofrontality—a below-baseline level of activity in the frontal 
lobes, which are critical for executive functions such as planning and worry-
ing (Dietrich, 2002). Indeed, exercise has long been known to have a positive 
impact on affect (Morgan and O’Connor, 1988) and to be associated with 
stress reduction (Tomporowski, 2003).
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When a person confronts a stressor, the body has a multifaceted response. 
The autonomic nervous system has two divisions, sympathetic and para-
sympathetic, and consists of neurons that control glandular activity and 
the functioning of the internal organs. Generally, the sympathetic division 
is activated by conditions that promote arousal, which include situations 
involving stressors. Activation of the sympathetic nervous system prepares 
the body for intense motor activity; the sort of activity that would be neces-
sary for attack, defense, or escape—all of which have an obvious survival 
value. This is the well-known fight-or-flight system. It is characterized by the 
activation of the adrenomedullary system, so named because the center of 
the kidney (the adrenal medulla) is activated via the hypothalamic activity 
of the brain. Following activation, the adrenomedullary system secretes epi-
nephrine (adrenaline) and norepinephrine. These affect the cardiovascular, 
digestive, and respiratory systems, allowing for speedy, life-saving behav-
iors. The digestive system is involved because the blood flow is diverted 
away from the digestive system in order to provide resources to the muscles. 
If you have ever felt a cold feeling in the pit of your stomach in a stressful 
situation, this is a result of the adrenomedullary response.

Exercise induces a slower neuroendocrine response via the hypothalamic–
pituitary–adrenal (HPA) axis, so named because it follows a chain of acti-
vation from the hypothalamus to the pituitary gland to the adrenal cortex. 
The hypothalamus releases the corticotropin-releasing hormone (CRH) to 
the pituitary gland, which then releases the adrenocorticotropic hormone 
(ACTH). The ACTH acts on the adrenal cortex of the kidneys, which pro-
duces glucocorticoid hormones—mostly cortisol. Cortisol circulates in the 
bloodstream impacting a number of systems, resulting in a heightened level 
of blood sugar providing energy to cells. The peak levels of cortisol occur 
roughly 20–40 min following exposure to a stressor, after which there is a 
slow decline. This decline is initiated by the hippocampus. The hippocam-
pus is sensitive to circulating cortisol, and when it detects sufficient cortisol 
in the bloodstream, it signals the hypothalamus to cease secreting the CRH, 
thus shutting the stress system down through a negative feedback loop.

The above description accounts for how the system functions in ideal 
circumstances. It is important to note that cortisol is toxic to the hippocam-
pus. Too much cortisol results in hippocampal atrophy. In the presence of 
chronic stress, the stress response is continuously active, despite attempts 
by the hippocampus to shut it down. As a result, the hippocampus deterio-
rates, which makes it even harder to shut down the stress response, since 
shutdown is generally the function of the hippocampus. Thus, chronic stress 
can create a positive feedback loop of hippocampal destruction, such that 
the longer you experience stress, the less able your body is to halt the cycle.

The hippocampus is critical for learning and memory. Through stress 
relief, exercise preserves hippocampal function, providing a basis for 
enhanced cognitive functioning. In addition to facilitating the shutdown of 
toxic chronic stress systems, thereby preserving the hippocampus, exercise 
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has been shown to result in an increased rate of neurogenesis (the forma-
tion of new neurons) in the hippocampus (Brown et  al., 2003; van Praag 
et  al., 1999). Furthermore, recent research links exercise to increased gray 
matter (the dark tissue of the brain that consists of neuronal cell bodies and 
dendrites) in the hippocampus (Erickson et al., 2011; Pajonk et al., 2010). In 
addition to the hippocampus, brain imaging research has established a link 
between physical activity during middle age and gray matter volume in the 
frontal brain regions (which is thought to be important for executive func-
tions) in later life (Rovio et al., 2010).

Recent research suggests that an additional boost may be realized when 
exercise is combined with cognitive training. Fabre et  al. (2002) demon-
strated that aerobic endurance training combined with cognitive training 
that is designed to enhance a variety of cognitive functions (e.g., memory, 
attention, spatial skills) was more effective than either exercise or cognitive 
training alone. These results make sense when the additional brain effects 
of exercise, namely, neuroplasticity, are considered. Neuroplastic enhance-
ments that are related to physical activity include increases in dendritic spine 
density (Stranahan et al., 2007); enhanced long-term potentiation (increased 
signal strength between neurons) (van Praag et  al., 1999); increased levels 
of the neurotransmitters serotonin, norepinephrine, and ACh (Lista and 
Sorrentino, 2010); increased dopamine receptor density (Fordyce and Farrar, 
1991); and an augmented release of growth factors such as brain-derived 
neurotrophic factor (BDNF) (Knaepen et al., 2010) and insulin-link growth 
factor-1 (IGF-1) (Rojas Vega et al., 2010).

Neurotrophic factors are proteins that are responsible for the development 
and survival of nascent neurons, as well as the maintenance of mature neu-
rons and the connections between neurons. Neurotrophic factors may also 
facilitate the regrowth of damaged neurons (Deister and Schmidt, 2006). 
Increased BDNF has been found following acute bouts of aerobic exercise 
(Gold et al., 2003), and the amount released seems contingent on the inten-
sity of the exercise, with greater intensity eliciting a greater release (Ferris 
et al., 2007). Furthermore, the neurotrophic factor IGF-1 has been linked with 
resistance training (Cassilhas et al., 2012). Thus, the release of multiple neu-
rotrophic factors may be achieved by combining exercise methods, perhaps 
explaining why combining regimes is particularly effective in producing 
cognitive benefits (Colcombe and Kramer, 2003). Thus, combined physical 
exercise may make the brain more pliable, facilitating the cognitive enhance-
ment achieved via training by making the brain more capable of acquiring 
new information, resulting in gains that exceed those achieved by either 
intervention alone (Kempermann, 2008).

There is one additional observation to consider in the context of cognitive 
state—the so-called runner’s high. This refers to a state of analgesia (inhibition 
of pain), sedation, and anxiolysis (inhibition of anxiety), and a general sense 
of well-being that is sometimes associated with prolonged physical activity. 
A prominent theory explaining this effect involves the release of endogenous 
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opioid peptides or endorphins that function as neurotransmitters within the 
brain. However, the endorphin hypothesis has received little support (Tuson 
and Sinyor, 1993) and suffers from a number of serious problems (Kolata, 
2002). A promising new line of research involves the release of endocannabi-
noids. Researchers have long been aware of the behavioral effects of tetra-
hydrocannabinol (THC), the major compound contained in marijuana. A 
cellular receptor for these compounds has been discovered within the brain 
(Devane et al., 1988). Following the identification of these receptors, termed 
cannabinoid receptors, brain areas were identified that exhibit significant can-
nabinoid receptor density. These areas include the cerebellum, hippocam-
pus, globus pallidus, and substantia nigra. The identification of cannabinoid 
receptors raises the question, “Why does the human brain possess receptors 
for a compound present in a plant?” A few years following the discovery of 
cellular receptors for cannabinoids, researchers isolated substances in the 
brain with cannabinoid-like activity (Devane et al., 1992). These substances 
have become known as the endocannabinoids.

Endocannabinoids exert a variety of effects by acting on the cannabinoid 
receptors. For instance, in the hippocampus, endocannabinoids are produced 
by pyramidal neurons (the primary output neurons of this brain area), at 
which point they diffuse to the nearby terminals of interneurons that release 
the inhibitory neurotransmitter GABA. The endocannabinoids reduce the 
activity of GABAergic interneurons, lessening the inhibition of hippocam-
pal pyramidal cells and permitting the pyramidal cells to fire more rapidly 
(Wilson and Nicoll, 2002). Given the effect that endocannabinoids are known 
to have on the brain (particularly the dialing up of activity in the hippocam-
pal output neurons), the recent finding that exercise increases serum con-
centrations of endocannabinoids (Dietrich and McDaniel, 2004) presents a 
mechanism to explain the feeling of well-being that is associated with the 
aptly named runner’s high.

Cognitive Enhancement through Meditation

While cognitive state manipulation is not necessarily the end goal of the 
interventions discussed in the previous sections, the objective of medita-
tion is to achieve an altered cognitive state. While there are a number of 
meditation techniques, the method of mindfulness meditation has become 
a popular topic of research, and we will focus our discussion on this par-
ticular approach. There are two major varieties of mindfulness meditation: 
focused attention and open monitoring (Travis and Shear, 2010). Focused 
attention meditation entails fixating on an object or a process (e.g., a man-
tra, a visual stimulus, breathing); the meditator attempts to remove any 
distraction from this focus and if distracted, subsequently attempts to 
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reengage his or her focus. Open monitoring involves the practice of becom-
ing aware of the present moment. This includes focusing on sensory expe-
riences as they arise, as well as cognitions and emotions; simply observing 
without judging or reacting.

Meditation can be incredibly difficult. It has been described as “the state of 
mind that occurs in the space between thoughts,” but given the frequency of 
thoughts, there is a brief window at sporadic intervals to glimpse the cogni-
tive state that one is attempting to achieve during meditation. Even though 
we experience a somewhat continuous stream of thoughts, this stream is 
prone to interruptions, which is not surprising given the multitude of dis-
tractions (both external and self-generated) that surround us. Achieving a 
relaxed, continuously focused state, or a state of observing without reacting, 
can be an incredibly foreign state of mind, so much so that it may take some 
time to recognize when this state has been achieved. It does not come natu-
rally or easily; rather it requires practice, and like most things that require 
practice, the more you work at it, the easier it becomes. There is, of course, a 
payoff to becoming proficient at meditation.

Research has shown that mindfulness meditation can boost a variety of 
cognitive processes, including sustained attention (Kozasa et al., 2012), selec-
tive attention (Jha et al., 2007), and working memory (van Vugt and Jha, 2011), 
in addition to increased awareness, relaxation, insight, emotional well-being 
(Hölzel et al., 2011), resistance to impulses and negative affect (Witkiewitz 
et al., 2012), pain reduction (Zeidan et al., 2011), and improved self-control 
(Jenkins and Tapper, 2013). As with exercise, recent research has focused on 
elucidating meditation-induced changes that occur in the brain that help to 
explain these benefits.

In a recent study, it was demonstrated that individuals trained in focused 
attention mindfulness meditation were able to exert greater control over 
their brain alpha rhythms (associated with wakeful relaxation) (Kerr et al., 
2011), which may relate to the ability to screen out distractions (Figure 7.3). 
This finding was supported by functional magnetic resonance imaging 
(fMRI) research indicating that the brain areas involved in voluntary con-
trol over attention (e.g., the rostral anterior cingulate cortex and the dorsal 
medial prefrontal cortex) tend to exhibit greater activity during mindful-
ness meditation (Hölzel et al., 2007). In addition to acute modulation of their 
brain activity, experienced meditators demonstrate greater cortical density 
in areas associated with attention, including the prefrontal cortex and the 
right anterior insula, which is positively associated with measures of cogni-
tive performance (Lazar et al., 2005). The implications extend into the clinical 
realm, as alpha rhythm deregulation and deficits in attentional control are 
the hallmarks of individuals with attention-deficit hyperactivity disorder 
(ADHD) (Koehler et  al., 2009), offering a potential intervention that is not 
based on pharmaceuticals. In fact, a 6-week mindfulness meditation training 
session was found to result in a significant reduction in symptoms in adoles-
cents with ADHD (Harrison et al., 2004).
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A number of other benefits are strikingly similar to those achieved with 
exercise—notably, stress reduction and staving off the age-related decline in 
gray matter within the brain. One study recruited human resources manag-
ers and divided them into three groups (Levy et al., 2012). One group received 
mindfulness meditation training, one group received body relaxation train-
ing, and the third group did not receive training. The training lasted 8 weeks, 
and the participants were given a stressful multitasking test before and after 
their training. On the final test, the group that received mindfulness training 
stayed on task longer, made fewer task switches, reported less stress during 
the test, and showed improved memory for the task. The idea that meditation 
can reduce stress and improve task performance is supported by a study that 
enlisted participants to play a stressful computer game (Mohan et al., 2011). 
The participants received guided meditation before or after the task, and 
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physiological measures of stress were recorded during task performance. 
Those who meditated prior to the task showed an attenuated stress response 
relative to the posttask meditators, and their memory capabilities increased. 
The brain basis of this stress reduction is thought to be a reduction in the 
connectivity strength between the areas of the brain that are involved  in 
emotional response and the medial prefrontal cortex, which is involved in 
self-referential processing (Brewer et  al., 2011). This means that when an 
unpleasant experience occurs, meditators are more effective in objectively 
assessing the situation without becoming distracted by bodily sensations or 
the idea that there is a threat. This is exactly what meditation trains individu-
als to do—observe without judging. Given the deleterious impact of chronic 
stress on cognitive functioning via a reduction in the hippocampal gray mat-
ter, this research indicates that meditation could provide a benefit for those 
individuals who often engage in stressful activities.

With regard to reductions in gray matter, as with exercise, long-term 
practitioners of meditation experience less brain shrinkage as they age 
(Luders et  al., 2011). The idea that meditation allows the retention of gray 
matter is important since gray matter is associated with sensory perception, 
emotional stability, and intelligence (Haier et al., 2004). The same research 
team has noted that meditators also exhibit a greater degree of brain gyrifi-
cation (Luders et al., 2012). Gryrification refers to the pattern and the degree 
of folding of the cerebral cortex. Greater gyrification is associated with 
faster brain processing and better memory formation (Luders et  al., 2012). 
Notably, the researchers found that there was a positive correlation between 
the amount of gyrification and the number of years that the participant had 
practiced meditation. This raises the issue of time; how long must one prac-
tice meditation in order to glean benefits from it? The vast majority of the 
research concerning neurophysiological changes associated with mindful-
ness meditation has compared expert practitioners (often Buddhist monks 
with thousands of hours of experience) with nonmeditators (Davidson and 
Lutz, 2008). This has been done to maximize the likelihood of finding differ-
ences between meditators and nonmeditators on the basis of brain activity.

A number of researchers (e.g., Brewer et al., 2011; Hasenkamp et al., 2011; 
Jang et  al., 2011) have found enhanced functional connectivity between 
regions of the default-mode network (DMN) and regions of the brain associ-
ated with self-monitoring, inhibition, and cognitive control—the posterior 
cingulate, anterior cingulate cortex, and dorsolateral prefrontal cortex. The 
DMN is implicated in mind wandering and rumination. Meditation increases 
focus and attention control by strengthening the ability of the frontal corti-
ces to exert inhibitory control over activity associated with mind wandering. 
In at least one case, these changes occurred after only 8 weeks of meditation 
training and were associated with improved resistance to distraction, con-
flict monitoring, and working memory. Additional evidence suggesting that 
brief training may produce benefits comes from the aforementioned study 
by Kerr et al. (2011) in which meditators were able to exert an influence on 
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their brain alpha waves. These participants started the study as novices and 
received a scant 3 months of training.

Behavioral research supports the idea that even a brief amount of medita-
tion may be beneficial. One study found that mindfulness meditation can 
improve attention and self-regulation in as few as five 20-min sessions (Tang 
et al., 2007). Another demonstrated that in as few as 4 days of training, mind-
fulness meditation led to an improved ability to modulate the experience 
of pain (Zeidan et  al., 2011). In the study mentioned earlier involving the 
effect of meditation on anticipatory stress occurring prior to a stressful task, 
participants had no prior meditation experience, yet still showed a benefit 
(Mohan et al., 2011). In fact, there are now a number of mindfulness training 
methods that are designed to improve cognitive functioning in as few as 
8 weeks (Hölzel et al., 2011; Kerr et al., 2011).

Meditation, much like exercise, seems to offer both short- and long-term 
benefits that encompass a variety of cognitive functions. Mindfulness medi-
tation involves several intervals in a cognitive cycle, starting with an attempt 
to focus. This is followed by mind wandering, awareness of mind wander-
ing, shifting of attention back to the object or process that serves as the focal 
point, and finally, sustained attention (Hasenkamp et al., 2012). It is not sur-
prising that practicing this type of focus and identifying distractions trans-
late to an improved focus, even when one is not meditating. It is a practiced 
skill, and it may take thousands of hours to become an expert, much like 
most skills. However, even for those who do not invest the time to achieve 
expertise, a few sessions are sufficient to elicit a benefit. It is worth mention-
ing that there are a number of parallels between meditation and exercise, 
including the preservation of gray matter into advanced age, the reduction 
of stress, and the combination of acute and chronic benefits. This may be con-
trasted with caffeine use, which offers reliable benefits when used in mod-
eration. This factor does not seem to be a concern with exercise or meditation 
and, indeed, there seems to be added benefit to the long-term practice of 
either exercise or meditation.

Concluding Thoughts and Future Directions

We have examined a number of interventions that alter the cognitive state as 
expressed through changes in the basic cognitive systems of attention, per-
ception, memory, understanding, and learning, with particular emphasis on 
caffeine, nicotine, exercise, and meditation. These are only a few of the meth-
ods that are available. For instance, Ritalin is a psychostimulant drug that 
is often used in the treatment of ADHD and has found popularity in aca-
demic circles, where it is used by students to enhance their cognitive func-
tioning (White et al., 2006). Likewise, a number of nutritional supplements 
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are commonly used for the purposes of cognitive enhancement (e.g., ginkgo 
biloba extract), though their efficacy, adverse effects, and interactions are 
largely unknown (Cupp, 1999). The focus of this chapter has been on legal 
interventions that are relatively well understood and commonly used, for 
which practical advice may be offered. As such, a plethora of interventions 
fall beyond the scope of this chapter, though it is important to recognize that 
the world of cognitive enhancement is much larger.

One promising intervention is transcranial direct current stimulation 
(tDCS). This method of brain stimulation essentially consists of a 9 V battery 
connected to wet-sponge electrodes placed on the scalp. A very weak electri-
cal current (1–2 mA) is passed through the sponges and is thought to alter the 
resting membrane potential of entire populations of neurons. This occurs in 
a polarity-specific fashion, such that anodal (positive electrode) stimulation 
results in increased excitability through the depolarization of the neurons, 
whereas cathodal (negative electrode) stimulation decreases excitability via 
hyperpolarization (Nitsche et al., 2002). Basically, the neurons in the region 
near the anode are able to fire more easily, while those beneath the cathode 
are suppressed.

The idea that electricity applied to the scalp can elicit benefits is actu-
ally a very old one. As early as AD 43, Scribonius Largus observed that 
the discharge of the black torpedo fish (an electric fish that is native to the 
Mediterranean Sea) delivered to a patient could be used to treat headaches, 
as well as gout and hemorrhoids, when applied to the appropriate areas 
(Kellaway, 1946). Pliny the Elder and the Greek physician Galen reported 
similar findings, with Galen realizing that the observed benefits were due 
to numbness and the narcotic effect that was induced by the electric fish 
(Kellaway, 1946). However, a systematic investigation of the therapeutic effi-
cacy of electric current proved difficult without a reliable and convenient 
source. Because of technological limitations, the ancients were forced to rely 
on current-generating animals such as the torpedo fish or rubbing a noncon-
ductor such as amber to produce static electricity.

While tDCS is being examined as a potential treatment for a variety of 
neurological and psychiatric disorders, including depression (Boggio et al., 
2008), Alzheimer’s disease (Boggio et  al., 2009), multiple sclerosis (Mori 
et al., 2010), and rehabilitation after stroke (Ko et al., 2008), in recent years, 
there has been increasing interest in using electrical stimulation to enhance 
the cognitive abilities of healthy individuals. tDCS has been shown to pos-
itively impact a number of basic cognitive functions, including working 
memory (Fregni et al., 2005), language learning (Floel et al., 2008), motor 
learning (Antal et al., 2004), and simple somatosensory and visual motion 
perception learning (Antal and Paulus, 2008; Ragert et al., 2008). One recent 
study by Clark and colleagues demonstrated that anodal tDCS adminis-
tered over the right inferior frontal cortex (RIFC) was effective in accelerat-
ing learning to detect concealed objects in a threat-detection task (Clark 
et  al., 2012). A follow-up study suggests that at the root of this learning 
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effect, tDCS is enhancing the basic cognitive process underlying attention 
(Coffman et al., 2012).

However, these findings need to be interpreted with caution as the effects 
of one stimulation session tend to be transient, and the effects of multiple 
sessions for the purposes of cognitive enhancement have yet to be systemati-
cally investigated. With chronic use, habituation becomes a concern. Consider 
how the chronic use of caffeine and nicotine impairs baseline functioning 
such that for habitual users, their consumption is necessary to alleviate with-
drawal symptoms. There are currently no studies addressing habituation to 
tDCS, but given that the brain adapts and tends toward homeostasis, it is a 
potential cause for concern. Cautions, caveats, and concerns in mind, there 
are several distinct advantages to using tDCS.

One such advantage is affordability—the technology is relatively simple 
and, as a result, it is relatively cheap. In fact, several companies have devel-
oped tDCS units for personal as opposed to research use. For example, the 
foc.us headset is designed with video game players in mind (http://www.
foc.us/) and currently costs approximately $250. A substantial do-it-yourself 
community has emerged around this technology, as evidenced by active 
forums devoted to tDCS on popular websites such as Reddit (http://www.
reddit.com/r/tDCS). Another advantage is specificity. Our discussion of nic-
otine included mention of the wide distribution of nicotinic receptors, both 
in the brain and in the autonomic nervous system. This means that introduc-
ing nicotine into the bloodstream has a shotgun effect—you are forced to 
take the positive effects together with the negative effects. Relative to nic-
otine, tDCS may be considered more a scalpel—it directly targets specific 
brain regions rather than reaching the brain through an indirect delivery 
system that impacts other bodily systems.

Currently, many cognitive enhancement techniques (of which electrical 
stimulation is just one; others include gene alteration, hormone therapy, and 
nootropics) have not been evaluated with regard to their risks. Furthermore, 
it is currently difficult to obtain funding to research cognitive enhancement 
in healthy individuals, as opposed to using the same methods to correct a 
decrement in a clinical population. It could be argued that there is a fine line 
between the two. For instance, enhancing the memory of an individual with 
a naturally poor memory may result in someone with a memory that has 
improved relative to his or her own individual baseline, but is still poor. Thus, 
someone who has undergone cognitive enhancement may not necessarily 
possess above-average cognitive faculties—they have just improved relative 
to their baseline. The bottom line is that until more is known about the risks 
of long-term stimulation (and about the potential benefits as well), it is diffi-
cult to make an informed decision concerning repeated personal use for cog-
nitive enhancement. However, current research suggests tDCS is a relatively 
low-risk intervention, and a future in which people wear some form of “smart 
cap” that stimulates particular areas during particular situations in order to 
provide a contextually relevant cognitive boost does not seem far-fetched.
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Despite the potential benefits, there may be ethical concerns. Though addic-
tion to such a method is not likely (the deep brain location of reward/craving 
centers makes them a difficult target when current is applied to the scalp, as 
in tDCS), issues of legitimacy are raised—not just for tDCS, but for cognitive 
enhancement methods in general. By this, it is meant that if certain cognitive 
abilities can be induced rather than “earned” in the traditional sense (i.e., 
through education or practice), does that cheapen the achievement?

The issue is muddled by the wide variety of enhancements that are 
already available, legal, and commonly used. When competing for schol-
arships or employment positions, the frequency of caffeine consumption, 
exercise, nicotine use, and so on, is a topic that is seldom if ever broached. 
In general, the interest is in the overall level of productivity that an indi-
vidual is able to achieve rather than the means that the individual enlisted 
to achieve it. Cognitive enhancement is built into our society to such a 
degree that it is only noticed when people make use of methods in a fash-
ion that is notable for its novelty, intensity, or legality. It remains to be seen 
how competitive societies handle issues raised by cognitive enhancement 
methods.
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8
Expertise

Within any domain, a rough distinction may be drawn between experts, 
who are considered to have attained a notable level of proficiency, and nov-
ices, who are at various stages of development ranging from beginners to 
competent performers. Among those considered to be experts, a further dis-
tinction may be made with some of these individuals being elite, meaning 
that they are the best of the best, possessing skills or knowledge that are 
clearly superior to all others. The current chapter focuses on the basis for 
these distinctions from the perspective of behavioral differences and mea-
surable differences in underlying neurophysiology.

Anders Ericsson and the Notion of Deliberative Practice

In 1993, Anders Ericsson and colleagues published a seminal paper advancing 
their contention that the attainment of elite status within any domain was a 
function of what they termed, “deliberative practice” (Ericsson et al., 1993). In 
this paper, Ericsson confronted long-popular conceptions that held that elite 
performance was attributable to hereditary factors, while laying out a theo-
retical framework to account for progression from novice to expert to elite 
performer. This contention has subsequently been popularized by the author 
Malcolm Gladwell (2008) through the often-quoted assertion that within any 
domain, there is a prerequisite of 10,000 h of practice to attain mastery.

In Ericsson and colleague’s original paper, they first challenged the idea 
that practice alone was sufficient to attain elite status within a domain. 
While numerous examples ranging from chess to music to scientific writing 
may be cited to illustrate that approximately 10 years of practice is necessary 
to reach a level of eminence, extensive practice is not sufficient. It is a regular 
occurrence to see highly experienced individuals within a domain perform 
poorly, particularly where there is little motivation, or scrutiny of individual 
performance. It is argued that it is not mere practice, but instead deliberative 
practice that allows an individual to advance to the highest levels of skill.

Deliberative practice involves a concerted effort to assess one’s weaknesses, 
undertake activities targeted to overcome these weaknesses, continuously 
monitor performance, and explore alternative strategies for performance 
improvement. Deliberative practice is unlike operational experience in that 
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deliberative practice is focused on overcoming specific weaknesses, whereas 
operational experience may or may not expose those weaknesses. Likewise, 
it is emphasized that deliberative practice is not enjoyable in that it requires 
hard work, with one regularly failing, and experiencing the associated feel-
ings of frustration. Furthermore, it is not a matter of merely accumulating 
hours of practice. Once practice has extended beyond a certain duration, 
there are diminishing returns such that few, if any, benefits are derived from 
continuing to practice beyond this point and one is better served to rest and 
recuperate. Thus, given that there is a limited duration in which one can 
productively benefit from practice, for performance improvement, it is essen-
tial to maximize practice time to achieve the greatest gains for the effort 
expended. The elite may work harder than others, but they do not necessar-
ily work longer. This notion runs counter to popular belief that is rooted in 
our cultural embrace of a strong work ethic being the key to success. Many 
stories are told of athletes who attain their level of mastery through count-
less hours of practice, being the first to arrive in the gym every morning 
and the last to leave every evening. The reality is that mastery is accrued 
through regular, intense, focused practice that is geared to the improvement 
of specific skills, with its duration being relatively brief (e.g., a few hours each 
day) such that there is ample time to recuperate and consolidate the gains 
amassed through each practice session.

A goal of practice is often automation, which confers the benefit of liber-
ating the cognitive resources necessary to complete a task. The increasing 
automaticity of a behavior, however, may be a double-edged sword, as once 
a behavior is automatic it becomes recalcitrant to change (Dovidio and Fazio, 
1992). In order to adjust an automated procedure, it must be brought back into 
the realm of working memory and attention. One way to do this is via delib-
erate practice; in fact, Ericsson and colleagues specifically noted the utility of 
deliberate practice in altering otherwise automatic routines (Ericsson et al., 
1993). The deliberate focus of attention during practice allows for the inter-
ruption of the automatic execution of a behavior, bringing it under conscious 
control and enabling its adjustment. When renowned golfer Tiger Woods 
decided that he must change the nature of his stroke to improve his golf 
game, he employed deliberate practice. During the transitory period of delib-
erate practice, his performance level suffered, but in the end, he was able to 
achieve a better swing (Quinton, 2009). Again, it is worthwhile considering 
the diminishing returns of practice. If one approaches mastery of a behavior, 
but that behavior is not optimal for the situation, it is better to adjust the 
behavior than to continue to master the inferior method.

Unlikely Elites

Few make the transition from being expert to becoming elite performers, 
which is understandable given the pain and costs incurred. I spent con-
siderable time thinking of various individuals whose stories illustrated 
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the arduous process that one must endure and the personal character-
istics that are essential to become an elite. However, I was dissatisfied 
because most of the individuals were the typical examples with which 
we are all familiar, such as athletes, entertainers, and business people. 
Then, I stumbled on an unusual, yet compelling example of someone 
who had done exactly what one must do to become an elite performer; 
however, it is uncertain whether their elite status is often appreciated.

I am thinking of the journey that the four hobbits undertook in J.R.R. 
Tolkien’s Lord of the Rings. Elite status is not attained through mere prac-
tice and it requires more than an accumulation of hours exercising the 
requisite skills. Instead, to become among the elite, one must subject one-
self to a tortuous form of practice that repeatedly forces one to operate 
beyond the limits of one’s capabilities.

When the hobbits set out from the Shire, few of their kind had ever 
ventured into the world beyond the borders of their home. Almost imme-
diately, they were forced to evade the pursuit of the Ring Wraths, which 
pitted them against as formidable an opponent as existed within middle-
earth. While their escape required cleverness and, eventually, substantial 
assistance, they were forced to overcome their fears and resist helpless-
ness, despite the seeming hopelessness of their situation. From the out-
set, the hobbits subjected themselves to challenges that exceeded their 
capabilities and in doing so, exercised personal characteristics that had 
never been tested so severely.

As the story unfolds, the hobbits face repeated challenges that 
exceed their physical prowess, but they succeed through perseverance. 
They are not destined to be great warriors or clever strategists, but 
their status is rooted in their willingness to persist and find a way, no 
matter how daunting the odds. Their talent lies in their determina-
tion. One typically does not think of such a characteristic as being a 
talent in that this capability cannot be demonstrated or measured as 
with musical skills or athletic performances. However, this capability 
directly applies to everyday life and often distinguishes those who are 
highly successful from those who are capable, yet achieve more mod-
est accomplishments.

Perhaps, one might question if the hobbits were actually elite in any 
respect. However, their story provides several lessons regarding exper-
tise. First, sheer talent is not the basis for attaining elite status. Many 
with innate talent never reach the potential attributed to them. In con-
trast, the hobbits attained the status of hero without having any note-
worthy talents. Practice is not enough. The hobbits were surrounded 
by legions of warriors that had likely practiced their skills extensively, 
yet were supporting characters furnishing background to their story. If 
the hobbits did possess a natural gift that destined them to greatness, it 
was their willingness to persevere. However, they not only persevered, 
but they also undertook challenges that were beyond their capabilities 
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and repeatedly pushed them beyond their limits. This is the hallmark of 
those who attain elite status. They combine determination with a pen-
chant for challenging themselves to exceed their limitations. No matter 
how dire the situation, the hobbits never gave up, but embarked on each 
new challenge. Through these characteristics, they illustrate the most 
essential element in becoming an elite performer.

How Does Practice Change Brain Activity?

As practice is a critical component on the journey to mastering a skill, it is 
worth considering how practice impacts the brain in order to frame the dis-
cussion of what qualities characterize an expert. As discussed in previous 
chapters, the brain remains plastic even through adulthood, allowing for 
reorganization as a result of practice and experience (Kolb and Whishaw, 
1998). This reorganization may occur at a number of levels, ranging from 
molecular and synaptic changes to sweeping changes in the cortical 
maps and large-scale neural networks (Buonomano and Merzenich, 1998). 
Given the complexity of the brain and the variety of ways in which it may 
change, a simple account in which greater expertise is reflected in greater 
brain activity is naïve. The corpus of neuroimaging literature research on 
the impact of practice on the brain reports three distinct findings: (1) an 
increase in activation in the brain areas involved in task performance; 
(2) a decrease in brain activation in other areas; and (3) a functional reor-
ganization of brain activity (resulting in a mixed pattern of increased and 
decreased activation). These physiological changes are thought to result 
from one of two cognitive consequences of practice—increasing mastery 
over the previously utilized strategy or the development of a novel strategy 
(Jonides, 2004).

Decreasing brain activity as a result of practice is the most common find-
ing, and is thought to be the result of increasing neural efficiency (Kelly 
and Garavan, 2005). The primary mechanism by which greater efficiency 
may occur, resulting in decreased neural activation, is that certain neurons 
within a network become dominant via a pattern of increased firing and 
concomitant inhibition of their neighbors. Only a small sample of neurons 
responds when performing a particular task, but they do so with a much 
greater signal-to-noise ratio than is present prior to practice (see figure 4 in 
Poldrack and Gabrieli, 2001). A decrease in activation brought about in this 
fashion may manifest as a contraction in cortical representations (i.e., less 
neurons fire) or as a simple reduction in neural activity (i.e., the same number 
of neurons fire, but they fire less) (Poldrack and Gabrieli, 2001). Conversely, 
an increase in activation may be the product of the expansion of cortical rep-
resentations (i.e., more neurons fire) reflecting practice-induced recruitment 
of additional cortical units or increases in the strength of activation (i.e., the 
same number of neurons fire, but do so with greater frequency) (Poldrack 
and Gabrieli, 2001).
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The reorganization of the functional brain anatomy (both increased and 
decreased activation) may be further divided into two categories: (1) redis-
tribution and (2) true reorganization. Redistribution refers to quantitative 
increases and decreases in activation, such that the same brain areas remain 
active following practice, but to a greater or lesser extent. This situation 
has been explained using the framework of a scaffolding-storage process 
(Petersen et al., 1998). In this context, the brain areas that are active when 
performing a novel task through effortful performance provide scaffolding. 
With practice, performance becomes increasingly automatic. Consequently, 
there is a decrease in the activity of the brain areas related to generic processes 
such as attention and cognitive control (a falling away of the scaffolding). 
This is coupled with an increase in activation in the brain areas related to 
task-specific storage and processing. Thus, during initial, unskilled task per-
formance, areas such as the prefrontal cortex and the anterior cingulate cor-
tex (involved in cognitive control and attention) will exhibit relatively high 
levels of activity when compared with their activity following task mastery. 
Conversely, areas that are involved in task-specific performance even when 
the performance has become largely automated (e.g., primary and second-
ary sensory and motor cortices, parietal or temporal cortex) will exhibit rela-
tively high levels of activation once mastery has been achieved.

The phenomenon of redistribution has been demonstrated in research 
conducted by Sakai et al. (1998). In their experiment, participants were 
tasked with learning the correct sequence of button presses in response 
to 10 pairs of targets. As the performance became automatic, the partici-
pants exhibited a decrease in activation in the left dorsolateral prefrontal 
cortex and the presupplementary motor area, coupled with an increase in 
activation in the precuneus and intraparietal sulcus. These changes were 
interpreted as a practice-induced transition from declarative processes that 
necessitate focus of attention and cognitive control to automatic procedural 
processes. Consistent with the scaffolding framework suggested by Petersen 
et al. (1998), this pattern of results is indicative of the gradual de-emphasis 
of the brain areas involved in generic attention and cognitive control, while 
activity in the brain areas related to task-specific performance increases. 
It is worth noting that for this button-press task, high-performing partici-
pants showed a more rapid decline in prefrontal activity relative to poor 
performers, indicating that poor performers required prolonged use of the 
attentional scaffolding in order to achieve task automaticity (see Figure 6 in 
Sakai et al., 1998).

True reorganization refers to a qualitative rather than a quantitative shift 
in the patterns of brain activity; that is, a change in the anatomical areas of 
activation (rather than levels) associated with a shift in the cognitive pro-
cesses that are used to perform a task. Recall that with practice, one of two 
cognitive processes is likely to take place: (1) mastery over an initially uti-
lized strategy; or (2) a shift in task strategy (Jonides, 2004). The redistribution 
of brain activity is associated with increasing mastery over a given strategy, 
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whereas true reorganization is indicative of an explicit shift in task strategy 
(Bernstein et al., 2002; Glabus et al., 2003). Since a qualitative shift in brain 
activation is associated with a shifting task strategy, it may be said that with 
situations in which reorganization occurs, the task performed by a novice is 
both neurobiologically and cognitively different from the task performed by 
someone who has attained mastery.

Experimental evidence for reorganization comes from research performed 
by Poldrack et al. (1998) and Poldrack and Gabrieli (2001) in which participants 
performed a mirror reading task while functional magnetic resonance imag-
ing (fMRI) data were collected. Brain imaging took place both before and after 
an extensive 2-week training period. The results indicated that practice was 
associated with a reorganization of the functional anatomy such that activa-
tion in the dorsal visual stream (the visual pathway concerned with visuo-
spatial information and interaction with objects) decreased, while activation 
in the ventral visual stream (concerned with object identification and recogni-
tion) increased. Underlying this reorganization was a shift from a visuospatial 
strategy that involved the mental transformation of the mirror-oriented words 
to their usual format into a more automatic process centered on the recogni-
tion of mirror-reversed words (sight-reading). This is consistent with the idea 
that reorganization is associated with strategy shift rather than strategy mas-
tery. Of course, the line blurs when it is considered that once there has been 
a strategy shift, practicing that strategy will generally lead to increasing mas-
tery, such that reorganization may often be followed by redistribution.

A variety of additional factors, such as task domain and complexity, may 
also influence the way that the brain changes as a result of practice (Schiltz 
et al., 2001). In fact, different brain areas seem to respond to practice in differ-
ent ways. For instance, Kolb and Gibb (2002) suggested that neurons in the 
prefrontal cortex may exhibit an increased density of their dendritic spines 
(a small protrusion on the dendrite of a neuron that acts as a receiver for the 
axon terminal of another neuron) as a result of practice, whereas the parietal 
and occipital cortices reflect experience via neurons altering the length of 
their dendrites. While there are a number of factors that may impact how 
the brain changes to reflect increasing task proficiency, it is not necessary 
for the brain to exhibit greater overall activation to generate practice-related 
improvement. Haier et al. (1992) observed a widespread decrease in the rate 
of glucose metabolism in the brain during the performance of a complex 
visuospatial/motor task following a period of training that lasted several 
weeks. This decrease in energy use was associated with an increase in per-
formance, suggestive of an increase in the efficiency of the brain for task 
performance following practice. Likewise, Beauchamp et al. (2003) demon-
strated that as participants exhibited greater proficiency on the Tower of 
London task (a problem-solving puzzle that requires significant planning), 
they manifested less prefrontal brain activity.

Thus, there seems to be a relationship between greater task proficiency 
and decreased brain activity, perhaps as a result of enhanced neural 
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efficiency attained through practice, meaning that it is not necessarily true 
(perhaps even unlikely) that an expert devotes more brain power to a task 
than a novice does. However, behavior needs to be considered in conjunction 
with brain activity. It may be true that an expert uses less brain activity 
than a novice does in order to achieve equivalent levels of performance due 
to the expert’s greater cognitive and neural efficiency. However, to achieve 
a level of performance that qualifies an individual as an expert, a level of 
brain activity beyond that of a novice may be required (Seidler et al., 2002). In 
other words, experts may receive greater bang for their cognitive and neural 
buck—a concept that should be kept in mind when discussing some of the 
other characteristics associated with experts.

What Makes an Expert Different?

Given Ericsson et al.’s (1993) assertions that the path to eminence within a 
domain requires many years of regular deliberative practice, one might ask 
what the factors are that distinguish the performance of an expert. Obviously, 
within domains where there are objective measures of performance (e.g., ath-
letics), the expert demonstrates superior capabilities with respect to objective 
measures of performance. However, many domains do not lend themselves 
to objective measures of performance, yet some individuals are recognized 
to be superior, with this recognition acknowledging their capabilities and 
not merely their years of experience. Likewise, one might go a level deeper 
and ask, what is it that experts do that enables them to outperform their 
counterparts?

Patterns and the Subtle Reward Structure Inherent to an Activity

In a seminal series of publications, Gary Klein and colleagues (e.g., Klein 
et al., 1993) reported their observations of experts from various domains 
and the cognitive thought processes underlying their decision making. This 
research served to dispel common notions within the decision-making lit-
erature that characterized expert decision making as a process in which an 
individual would rationally appraise alternative courses of action, relying 
on logical thought processes to make the best choice. Unlike many of their 
predecessors who primarily studied decision making in laboratory settings, 
Klein and colleagues studied decision making within real-world settings 
where significant consequences could follow from a poor choice. Their find-
ings revealed that expert decision making did not resemble a rational process 
of evaluating alternative courses of action or applying a series of complex 
rules. Instead, experts often did not evaluate any alternatives. The process, 
which has become known as naturalistic decision making or recognition-primed 



226 Cognitive Neuroscience of Human Systems

decision making, generally involved an appraisal of the situation and based on 
this appraisal, recognition of a pattern, with the appropriate course of action 
being implicit to the recognized pattern. When the pattern was not immedi-
ately apparent, the expert would often take steps to elicit additional informa-
tion or cues, or in other cases, the expert might engage in activities described 
as mental simulation. Furthermore, when experts committed errors, these 
errors were generally the result of having confused the current situation 
with another similar situation from the past, implying a failure within the 
pattern recognition process (Norman et al., 1989).

This process is familiar to all of us. We have all had the experience of eat-
ing at different types of restaurants, where you go through somewhat differ-
ent routines to get a table, and order and receive your food. In a full-service 
restaurant, you are met at the door and are escorted to your table, and some-
one comes to your table to take your order. In contrast, in fast-food restau-
rants, you generally order at the counter and select your own table, with your 
food brought to your table in some cases, but in other cases, there is a pickup 
counter where you retrieve your food. On walking in the door of a restau-
rant, most of us are able to quickly sense a few key cues and put these cues 
together to form a recognizable pattern that tells us the type of restaurant. 
Once we have recognized the pattern, the associated routines and expec-
tations are immediately obvious. This familiar process is the same as that 
exhibited by experts when they enter into a new situation. They assess the 
cues and once a pattern has been recognized, they know what to do.

The recognition of meaningful patterns is a process that we all frequently 
engage in. For instance, read each row of letters below. After reading a row, 
look away for 5 s, and then see if you are able to recall the letters from the 
row in order.

j q m z
p l g r t v t
t w b x m j t g
g h j q w v z n p m

As you progressed down the rows, you likely found it more difficult to 
recall the entire set of letters as the number of letters increased. Try the same 
exercise with the following rows:

bubble clam bake
correct horse staple battery

It is unlikely that you had much difficulty recalling either of these rows, 
even though the first row consisted of 14 letters and the second row consisted 
of 25 letters. In contrast, the maximum number of letters contained in the 
first set of rows was 10. This example illustrates the process of chunking, or 
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the mental grouping of connected elements. Words constitute a chunk, such 
that even though the word-based examples contain a relatively high number 
of letters, these rows consist of three and four chunked elements, respec-
tively. Grouping the letter-only rows into chunks is difficult (note that these 
rows do not contain vowels, which makes it impossible to form words), so 
the number of elements contained in each row is equal to the number of let-
ters, whereas the number of elements contained in the word-based examples 
is the number of words. Even though there are more letters, grouping the let-
ters into a meaningful pattern means that the word-based examples actually 
contain fewer elements and thus, are easier to remember. Chunking is a com-
mon mechanism that people use to facilitate information processing—one 
that we all employ every time we read.

Previous research has demonstrated that experts within a domain exhibit 
a superior capacity to recognize patterns that are relevant to their domain of 
expertise. Within the field of chess, Chase and Simon (1973) presented a mas-
ter player, an intermediate player, and a novice with 24–26 pieces aligned on 
a chessboard in positions taken from an actual chess game, for a period of 5 s. 
The participants were then asked to reconstruct the positions of the pieces. 
Although the master player was able to correctly place the most pieces, the 
critical finding was that when the board positions of the pieces were random 
rather than taken from the middle of an actual game, recall was equivalent 
regardless of experience. The conclusion drawn from this research is that 
experts are better at chunking meaningful information into larger units, 
which facilitates recall. Consequently, familiarity gained through practice 
provides a greater collection of meaningful configurations.

Within the domain of physics, one identified difference between novices 
and experts involves problem schemas—knowledge structures centered 
around understanding the type of problem that one is confronted with and 
how to solve it. This has been demonstrated by Chi et al. (1981), who pre-
sented physics novices and experts with various physics problems and asked 
them to categorize the problems based on the solution procedure. The results 
indicated that while the novices tended to group the problems by the physi-
cal objects listed within them (e.g., inclined planes or springs), the experts 
grouped the problems by the applicable laws of physics (e.g., conservation 
of momentum), which enabled the experts to readily access the equations 
relevant to the problem, allowing them to more readily solve the problems.

When considered as a whole, this body of research demonstrates that 
experts use extensive domain-specific knowledge in order to focus on rel-
evant information and discard irrelevant information. The process of acquir-
ing the background knowledge that is necessary to determine the relevance 
of information requires a great deal of experience and exposure to varied 
problems, which enable experts to recognize situations as instances of pre-
viously encountered problems and apply a solution that has worked well 
in the past. Research has demonstrated that teaching basic heuristics (i.e., 
general procedures) to novices is often ineffective, likely because without 
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being taught how to implement the heuristics, novices lack knowledge that is 
essential to effectively apply the general rules (Schoenfeld, 1985).

To study the brain processes that underlie an expert’s ability to effectively 
appraise situations to recognize meaningful patterns, Wan et al. (2011) studied 
expert Shogi players. Shogi is a Japanese board game that bears some resem-
blance to chess in that it requires players to make strategic decisions regard-
ing moving their pieces, relative to an opponent. Decisions are made quickly 
on the basis of decision-making processes that often seem automated. When 
comparing amateurs with professional players, two brain regions exhibited 
greater levels of activation within the professionals. The first was the precu-
neus region of the parietal lobe, which was active during the appraisal of the 
layout of the pieces on the board, suggesting a functional role in perceptual 
pattern recognition. However, as has been demonstrated with grand mas-
ter chess players, superior pattern recognition may require more than per-
ceptual processes. In particular, with chess, it has been shown that during 
rapid play, the number of errors is no greater when blindfolded than when 
able to visually observe the chessboard (Chabris and Hearst, 2003). The sec-
ond area for which the professional Shogi players showed greater activation 
was the caudate nucleus of the basal ganglia. This activation was associated 
with generating moves based on recognized patterns. Given that the activity 
of these two regions covaried in response to the demands of specific game 
situations, the authors proposed that these neural regions work in concert, 
enabling the perceptual recognition of patterns and the associated rapid 
response generation. Furthermore, it is through the experience accumulated 
by an expert that this circuit is exercised and elaborated to enable the highly 
refined, seemingly effortless performance of an expert.

It is worth mentioning that while expertise tends to be domain specific, 
improved performance on a trained task should bolster performance in 
additional domains and tasks to the extent that they rely on overlapping 
cognitive abilities or share neural systems (Dahlin et al., 2008). Interestingly, 
it has been suggested that the pattern recognition experience that leads to 
expertise within a given domain may produce a generalized superiority 
for pattern recognition (Abernethy et al., 2005). This was demonstrated in 
a study that considered the pattern recognition skills of subjects who were 
either experts or merely experienced players in netball games (e.g., basket-
ball, field hockey). The subjects were shown defensive positions of players 
from sports other than the sport for which they were experienced. It was 
found that the experts showed a superior ability to recognize defensive 
patterns within sports for which they had little or no experience, as com-
pared with the nonexperts. For example, basketball players were better on 
average at recognizing patterns associated with field hockey, despite being 
unfamiliar with the game. This suggests that training that gives rise to 
expertise within a given domain may serve to develop generalized cog-
nitive skills that are transferable to other activities demanding the same 
cognitive skills.
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Enhanced Perceptual Discrimination

Within many domains, expertise correlates with an ability to perceptually 
distinguish objects on the basis of minor details. Many skills involve a signif-
icant refinement of perceptual processes with regard to a specific sense and 
the patterns of sensory input associated with certain types of objects. For 
example, automobile experts not only develop a rich knowledge of the dif-
ferent makes and models of cars, but also an ability to accurately recognize 
the make and model, as well as the year, of a car after a relatively brief visual 
exposure. It has been demonstrated that enhanced capacities for perceptual 
discrimination that are found in many areas of expertise are accompanied 
by increased refinement of the brain areas associated with the categorization 
of perceptual objects (Gauthier et al., 2000) (Figures 8.1 and 8.2).

The fusiform gyrus is a region near the visual areas of the brain that has 
been associated with activities involving the perceptual categorization of 
objects, with much of this research focused on the recognition of faces. In 
a study by Gauthier et al. (2000), individuals with expertise in either cars or 
birds were asked to make categorical judgments regarding faces, familiar 
objects, cars, or birds. When viewing the cars or birds, the level of activation 
found in the fusiform gyrus correlated with a measure of each individual’s 
relative expertise regarding these categories of objects. This finding suggests 
that with expertise, there is an elaboration of the neural circuits within the 
brain associated with making detailed distinctions between objects on the 
basis of perceptual details. This research was extended through a study in 
which participants were trained over a period of time to discriminate figures 
that combined different geometrical shapes and could be categorized based 
on the presence and configuration of these geometrical shapes. As the sub-
jects became increasingly adept at making these discriminations, there was 
increased activation of the fusiform gyrus, which correlated with the partici-
pants’ ability to make discriminations on the basis of the holistic properties 
of the objects (Gauthier and Tarr, 2002).

Self-Regulation

Elite performers exhibit an enhanced capacity for regulating their emotional 
and cognitive state. Within high-stress environments, the accompanying 
physiological arousal can have a debilitating effect on one’s ability to process 
complex information and make effective decisions. Furthermore, extended 
periods of arousal can be fatiguing, draining one’s mental and physiological 
resources. In a series of studies, Simmons et al. (2012) assessed the emotional 
responsiveness and the associated self-regulation of emotions in US Navy 
SEALs. This is a group of military special operations forces that are recog-
nized for their elite status within the domain of combat operations. In these 
studies, off-duty Navy SEALs were compared with healthy, age-matched 
volunteer subjects with regard to their response to images that were selected 
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to elicit an emotional response. Different-colored geometric shapes were 
used to prime subjects to expect either a positive or a negative image. The 
positive images reflected pleasant scenes in which individuals displayed 
expressions of happiness. The negative images depicted combat scenes. The 
subjects’ task was to respond as quickly as possible to the geometric shapes 
by pressing a button on the left when they saw a circle and a button on the 
right when they saw a square. Ordinarily, in this type of study, there is an 
effect of the emotional imagery, with subjects responding more slowly to 
the shapes. The prime serves to prepare the subject for the upcoming emo-
tional image and, generally, when primed, there is a reduced effect on the 

Location

Time

IdentityLocation
or identity
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FIGURE 8.1
(a,b) Stimuli used by Gauthier et al. to assess the brain representation of categorical expertise. 
Subjects were presented with stimuli and were required to recall either the identity or loca-
tion of the stimulus on the previous trial. (From Gauthier, I., Skudlarski, P., Gore, J.C., and 
Anderson, A.W., Nature Neuroscience, 3, 191–197, 2000. With permission.)
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response time resulting from the negative images. In the current study, the 
prime generally coincided with the image, with positive primes preceding 
positive images and negative primes preceding negative images. However, 
there were trials in which the prime and the image did not coincide. Having 
established through previous studies that the Navy SEALs exhibit a differ-
ential adaptive response to emotional images based on whether or not they 
represent a potential threat (Paulus et al., 2010), the researchers were inter-
ested to see if the Navy SEALs would be more adaptive when presented with 
trials in which the emotions elicited by the images differed from what was 
expected on the basis of the primes. The results confirmed this expectation. 
There was significantly less slowing in response to the shapes in the trials in 
which the prime and image did not match for the Navy SEALs, as compared 
with the control group (see Figure 8.3). Furthermore, the Navy SEALs had 
greater activation of the brain regions associated with emotional self-regula-
tion (i.e., middle insula and bilateral frontal lobes). This highlights the abil-
ity of these elite performers to better manage their physiological response 

1.4
1.2

1
0.8
0.6
0.4
0.2

0
–0.2

(a) (b)

(c) (d)

1.4
1.2

1
0.8
0.6
0.4
0.2

0
–0.2

Objects Cars Birds Faces

Objects Cars Birds Faces Objects Cars Birds Faces

Objects Cars Birds Faces

1.4

2.5

Bird experts Car experts

Right fusiform face area

M
ea

n 
pe

rc
en

ta
ge

sig
na

l c
ha

ng
e

M
ea

n 
pe

rc
en

ta
ge

sig
na

l c
ha

ng
e

M
ea

n 
pe

rc
en

ta
ge

sig
na

l c
ha

ng
e

M
ea

n 
pe

rc
en

ta
ge

sig
na

l c
ha

ng
e

Center of right fusiform face area

Left fusiform face area Right occipital face area

2

1.5

1

0.5

0

–0.5

1.2
1

0.8
0.6
0.4
0.2

0
–0.2

FIGURE 8.2
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to emotional situations. Thus, this points to a capacity that may extend to 
elite performers across different domains to better regulate their mental and 
physical resources, allowing them to better cope with the demands of high-
stress situations.

Michael Zotov and colleagues at Saint Petersburg State University have 
developed measures to assess an individual’s capacity for self-regulation 
and examined the use of these measures as a basis for evaluating expertise 
within a domain (Zotov et al., 2009). Their research has focused on the use 
of heart-rate variability as an indicator of self-regulatory capacity. Normally, 
an individual exhibits moment-to-moment variability in key components of 
the heart rate. However, when stressed, there is a reduction in this variabil-
ity. The reduction in heart-rate variability has been attributed to a failure of 
mechanisms that normally allow the body to adapt to ongoing demands. 
Zotov and colleagues compared novice and experienced train drivers as 
they completed scenarios on a locomotive simulator that is used for training. 
Their results showed that during nonstressful periods, there was a slight dif-
ference, with the experienced train drivers exhibiting greater heart-rate vari-
ability than the novices. However, this difference was substantial when the 
subjects were presented with a critical incident, which dramatically increased 
the task demands. Both the novices and the experts displayed reduced heart-
rate variability, but the reduction was much greater in the novices, with this 
reduction correlated with behavioral measures of the errors committed and 
slowed response times. These findings suggest that the experts possessed 
a greater capacity for self-regulation and, as a result, they better adapted 
to the stressful conditions, maintaining some degree of moment-to-moment 
responsiveness to the environmental demands.

In a subsequent study, Zotov and colleagues examined these findings more 
closely using a laboratory paradigm known as the multiattribute test battery 
(MAT-B; Zotov et al., 2011). The MAT-B presents subjects with four simulta-
neous tasks that they must perform and it allows the experimenter to selec-
tively adjust the demands associated with each task. The subjects underwent 
extensive training, which resulted in significant improvements in their abil-
ity to cope with the simultaneous demands of the MAT-B tasks. However, 
there was a range in the level of skill attained by the subjects. When the 
researchers considered those subjects who exhibited the highest levels of 
skill, it was found that as these subjects performed the task under demand-
ing conditions, they did not exhibit the reductions in heart-rate variability 
that were observed with the less-skilled performers. The ability for self-reg-
ulation, evidenced in the variability present within the heart rate, correlated 
with the level of skill attained by the individual subjects. Subsequently, Zotov 
et al. (2011) measured heart-rate variability in air traffic controllers as they 
performed under stressful conditions. As with the previous studies, experts 
exhibited greater variability. However, when the researchers looked at points 
within the scenarios that involved a critical incident, with heightened task 
demands and associated stress, the reduction in heart-rate variability that 
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occurred with novice air traffic controllers was of significantly longer durations 
than that with the experts. This finding suggests that when presented with 
a stressful situation, both experts and novices show reductions in heart-rate 
variability. However, the experts quickly recover, while the impact on the 
novices persists for an extended period of time. Thus, experts not only show 
greater self-regulatory capacities, but they are also capable of recovering 
more quickly following periods of extreme demands.

Based on the findings reported by the research group at Saint Petersburg 
State University, the capacity for self-regulation offers a basis for measuring 
the resilience of training to stressful conditions. Within a training scenario, 
it can be expected that there will be periods during which demands are high 
and elevated levels of physiological arousal would be expected. During these 
periods, students should show elevated arousal evidenced by a reduction in 
heart-rate variability. The absence of an arousal response would be a reason 
for concern in that it suggests that a student may not appreciate the signifi-
cance of the situation. In contrast, the scenario should also contain periods 
during which demands are low and there should be a relatively low level of 
physiological arousal. During these intervals, a high level of arousal would 
indicate that a student is struggling. This is important because the student 
may very well perform at an acceptable level based solely on behavioral mea-
sures of performance. However, the fact that the student is mustering all 
of his or her resources to attain this level of performance suggests that the 
student’s training may be relatively fragile and is likely to break down under 
the stresses of the operational environment.

High levels of arousal during periods of low demand indicate that the 
student may have a weak understanding of the overall task environment. 
Experts understand when conditions warrant heightened levels of attention 
and know to get themselves up for these situations. Likewise, experts under-
stand when demands are low and that there is an opportunity to relax and 
recover. In contrast, a novice may lack this basic understanding of the task 
environment and continuously operate at a high level of arousal, even when 
the circumstances of the task do not demand his or her full attention. The 
result is that the novice will more quickly expend his or her resources and 
become fatigued, with associated reductions in performance. Thus, while 
the initial performance of the novice may be adequate, a precipitous letdown 
may follow as he or she becomes fatigued and can no longer sustain the req-
uisite levels of attention to the task environment.

The use of biofeedback offers the potential to improve students’ capacity 
for self-regulation. For example, with expert marksmen, it has been demon-
strated that a key component of their success involves the cognitive state that 
they achieve prior to taking a shot (Hatfield et al., 1984). Specifically, expert 
marksmen exhibit a capacity to quiet the brain in regions that are normally 
associated with the ongoing internal dialogue that we associate with our 
moment-to-moment thoughts. This is evidenced through greater synchroni-
zation of activity in the 8–13 Hz, or alpha bandwidth, over temporal regions 
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of the brain. Given this finding, it has been shown that subjects trained to 
reproduce the patterns of brain activation observed in expert marksmen 
using electroencephalogram (EEG) biofeedback exhibited greater perfor-
mance improvements than comparable students who merely practiced their 
marksmanship skills (Behneman et al., 2012). This suggests that in many 
cases, enhanced performance may be attained through approaches that 
focus on training the self-regulatory skills that characterize expertise within 
a given domain.

Given the above observations concerning expert marksmen, it is worth 
noting that the experience of choking, or failing to produce expected or nor-
mal levels of performance in stressful situations, has been linked to excessive 
internal dialogue. It is believed that this internal dialogue (e.g., worrying 
about how one will be perceived if one fails) competes for key cognitive 
resources such as working memory, placing the performer at a disadvantage 
(Beilock, 2010). Again, this points to the importance of self-regulation, or in 
this case, the ability to regulate one’s internal thought processes.

Recovery from Errors

One might conclude that a marker of expertise is that these individuals do 
not make mistakes, or at least, they make substantially fewer mistakes than 
those who are less adept. This would be an erroneous conclusion. Experts 
do make mistakes, with their expertise making them more prone to certain 
types of errors (Dror, 2011). However, experts exhibit a capacity to recover 
from errors more quickly and effectively.

In an earlier chapter, there was discussion of the brain’s intrinsic response 
to the realization that an error has been committed. This has been referred 
to as error-related negativity, based on the electrophysiological response that is 
observed. When an individual realizes that he or she has committed an error, 
a wave of activity that originates in the cingulate region of the brain extends 
over a broad area. The size of the response varies in relation to the magni-
tude of the error and there is a response whether feedback concerning the 
error occurs immediately or is delayed for some duration. Using a perceptual 
categorization task that called on skills similar to those exhibited by experts 
in many domains (e.g., evaluating collectibles), it was shown that as one 
gains proficiency, the magnitude of the error response increases (Krigolson 
et al., 2009). This suggests that with greater levels of proficiency, there is an 
increased sensitivity to feedback indicative of having committed an error. 
Furthermore, this sensitivity extends to situations where one observes some-
one else committing an error. In a study involving nonmusicians, amateur 
musicians, and expert musicians, the participants listened to pieces of music 
that had been constructed to include certain tonal irregularities (Oeschslim 
et al., 2012). These tonal irregularities created a violation of expectations and 
produced the expected neurophysiological response observable within fMRI 
brain images. The results showed that the magnitude of the response to the 
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irregularities correlated with the participants’ level of expertise. The subjects 
with the greatest expertise exhibited a more pronounced response to viola-
tions of expectations in the pieces to which they were asked to listen.

Much of the research concerning the neurophysiological basis of expertise 
has involved musicians. With expert musicians, it has been shown that they 
are not only sensitive to having committed an error, but within their brains, 
the response to having committed an error may precede the actual error. For 
example, as shown in Figure 8.4, when expert pianists were asked to play 
different scales and patterns, it was observed that there was a detectable 
electrophysiological response 100 ms prior to the pianist playing an errone-
ous note (Maidhof et al., 2009). Similarly, in a study in which expert pianists 
were asked to recall memorized music pieces at a rapid tempo, there was 
brain activity indicative of an error 70 ms prior to having committed the 
error (Ruiz et al., 2009). Furthermore, the presence or absence of feedback 
concerning errors did not affect the response prior to committing the error, 
yet it did have the expected effect on the subsequent neural response that 
accompanied the realization that an error had occurred.

In practice, when one observes experts, they often appear to perform flaw-
lessly. They effectively carry out their objectives, responding to moment-to-
moment demands. Some things may not go as planned, but they seem to 
confidently adapt and make appropriate adjustments. However, it is often 
surprising when, during debrief, an expert readily confesses to having made 
any number of errors. If it is a group of experts, they may chide one another 
for their individual miscues. To the casual onlooker, there was nothing 
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amiss; however, the expert is generally keenly aware of every misstep. Yet, 
the expert had the knowledge and skill to recover, leaving an impression of 
a perfect performance.

Mental Toughness, Motivation, and Self-Confidence

It has long been recognized that elite performers exhibit certain psychologi-
cal traits that distinguish them from other equally capable performers. These 
traits have often been lumped under the more general trait referred to as 
mental toughness (Crust, 2007). Mental toughness has been described in vari-
ous ways, but generally refers to the observation that elite performers display 
a capacity to persevere and continually push themselves despite adversity 
arising from fatigue, misfortune, or disappointing outcomes. Furthermore, 
those possessing mental toughness are thought to have an unusually strong 
conviction and commitment to achieving their goals, accompanied by self-
confidence and an unshakable faith that they control their own destiny 
(Clough et al., 2002). It has been asserted that in certain competitive athletic 
settings, as much as 50% of successful outcomes may be attributed to mental 
toughness (Loehr, 1986). Athletes possessing mental toughness are said to be 
disciplined thinkers who respond to pressure by remaining calm, relaxed, 
and energized. This has been demonstrated in a study of participants in 
competitive Wushu (a performance-oriented style of Chinese martial arts) 
in which it was shown that the most successful performers were those who 
displayed a capacity to remain focused on their task, while controlling the 
negative emotions associated with the competition (Kuan and Roy, 2007). 
Furthermore, evidence suggests that there may be a genetic component 
with the traits giving rise to mental toughness being somewhat heritable 
and linked to heritable personality characteristics (Horsburgh et al., 2009). 
With regard to specific personality attributes, based on the traits identified in 
the five-factor model of personality (Costa and McCrae, 1992), mental tough-
ness was positively correlated with extraversion, open-mindedness, agree-
ableness, and conscientiousness, while being negatively correlated with 
neuroticism.

This is not to say that experts are immune to the effects of pressure. The 
phenomenon of choking, in which an individual performs below expectations 
with regard to a well-learned skill while under pressure, is likely one that 
we have all witnessed in the realm of athletics. Pressure may come in the 
form of monetary performance–based incentives, peer pressure, or social 
evaluation. Beilock and Carr (2001) examined the differential impact of these 
types of pressure in a series of experiments using a golf-based scenario. In the 
first experiment, there were three groups of participants: experienced golf-
ers, experienced athletes who were new to golf, and nonathletes who were 
new to golf. These groups completed three rounds of putting, with the first 
two rounds followed by a questionnaire asking the participants to detail the 
steps involved in making a putt in general, and the final questionnaire asking 
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the participants to describe the steps involved in making a specific putt—the 
last one taken by the participants. The results indicated that while the expert 
golfers were able to provide more detailed accounts of the generic process 
involved in putting than the other groups, the inexperienced golfers provided 
greater detail concerning the particular instance of a putt. This supports the 
idea that during performance, expert golfers have largely automated the task 
of putting to the point where they do not attend to the process as thoroughly 
as a novice, and thus are unable to recall as many of the specifics.

The second experiment repeated the procedure used in the first, but this 
time some of the participants were given a deformed putter, which required 
expert golfers to change their routine for putting. Under the “funny putter” 
condition, it was found that experienced golfers were still able to give more 
detailed generic descriptions of putting, but instead of exhibiting a detri-
ment in recalling specific instances, the experts were able to provide a more 
detailed account than the less-experienced golfers. The explanation for this 
result was that the oddly shaped putter forced the experts to attend closely 
to their putting, and their golfing experience combined with this increased 
attention led to their recall of a specific putting episode that exceeded all 
other groups.

In the third and fourth experiments, either early on or following training, 
participants were told that they would receive a monetary award for suc-
cessfully completing the task and that their performance would be video-
taped for the purposes of training other participants. The results indicated 
that with instructions given early in training, pressure may facilitate skill 
acquisition by providing motivation to focus on the fundamentals of the 
task. However, once a skill has been mastered, it becomes susceptible to the 
detrimental effects of pressure, leading to interruption of an otherwise auto-
mated, fluidly performed skill.

This result was explained via the explicit monitoring theory, which states 
that under pressure, an expert may pay too much attention to processes that 
would otherwise be performed with fluidity, leading to an outcome that is 
less than optimal. Think back to our discussion of how brain activity changes 
with practice. Often, less neural activation is associated with the superior 
performance of experts, reflecting a decreased need for attention and cogni-
tive control of mastered abilities, such that “overthinking” or consciously 
exerting cognitive control over an otherwise automated behavior results in 
a performance decrement. This series of experiments suggests that pressure 
may facilitate the performance of novices by motivating them to focus their 
cognitive resources on a task, thereby increasing their chances of compe-
tently performing the task fundamentals; whereas, for an expert who has 
already mastered and automated the fundamentals, pressure may have a 
detrimental impact. This goes back to the idea of deliberate practice, which 
entails focusing attention on a task in order to exert cognitive control over 
it for purposes of improvement. As mentioned during our discussion at the 
beginning of the chapter, the process of deliberate practice resulted in a 
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temporary performance decrease for Tiger Woods, though once he was able 
to adjust his routine and reautomate the process via extensive practice, the 
end result was a better swing.

Although you have probably witnessed choking under pressure play out 
in the realm of athletics, additional work by Beilock et al. (2004) suggests 
that choking under pressure may occur for cognitive tasks as well, such as 
when solving mathematical problems. It is worth mentioning that while 
explicit monitoring seems to account for choking under pressure when a 
task is sensorimotor in nature, choking under pressure on a cognitive task is 
more likely to be the result of divided attention, such that pressure serves to 
split an individual’s attention between the task at hand and worry concern-
ing the outcome of the task (Beilock et al., 2004). On the bright side, recent 
research indicates that individuals who possess high expectations regarding 
their ability to perform under pressure may actually perform better in high-
pressure, as opposed to low-pressure scenarios—even if their expectancies 
have been artificially inflated (e.g., false survey results) rather than forged 
through past experience (McKay et al., 2012). This underscores the impor-
tance of self-confidence when considering expert performance in high-pres-
sure situations.

To date, there has been little research addressing the neurophysiological 
factors that underlie the motivational components of expert and elite per-
formance. One may speculate that similar motivational processes occur in 
laboratory paradigms involving sustained effort to achieve an objective. For 
instance, in rats, a depleted level of dopamine within the reward system, and 
particularly, the nucleus accumbens, has been linked to the capacity of ani-
mals to work harder to obtain food rewards (Salamone et al., 2010). Similarly, 
it has been shown that drugs that counteract the effects of adenosine (e.g., 
block the adenosine receptors, which are colocated with dopamine recep-
tors within the nucleus accumbens reward system) increase the willingness 
of animals to work to achieve a reward (Nunes et al., 2010). Interestingly, 
as noted in an earlier chapter, it is believed that a primary mechanism by 
which caffeine operates is through blocking the adenosine receptors. The 
brain regions identified in these studies correspond to the regions within 
the human brain that have been identified as common motivational nodes 
that modulate the level of effort exerted for both physical and mental tasks 
(Schmidt et al., 2012).

Some insight may be gained regarding the factors that underlie extreme 
levels of motivation from a consideration of the mechanisms that are linked 
to deficits in motivation. In a study using positron emission tomography to 
obtain detailed images of the brain, Volkow et al. (2011) found that the preva-
lence of the dopamine receptors and molecules involved in dopamine trans-
port was negatively correlated with measures of intrinsic motivation. Other 
research has shown that the modulation of activity in the nucleus accumbens 
reward circuits that normally occurs in response to the relative magnitude 
of rewards is less evident in adolescents who are relatively unresponsive to 
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incentives (Bjork et al., 2004). Given that deficits in motivation seem attribut-
able to a reduced responsiveness of the dopamine-mediated reward circuits 
of the brain, it may be suggested that the intense levels of motivation seen 
in elite performers could be the product of their unusually sensitive reward 
systems. Such an assertion is consistent with observations that elite perform-
ers often exhibit a greater drive to be successful, while being able to sustain 
this drive despite unfavorable outcomes. Furthermore, an explanation cen-
tering on an unusually responsive reward system would also correspond to 
observations that elite performers often seem to experience a greater level of 
pleasure from their activities and related achievements (Loehr, 1986), sug-
gesting that these individuals simply enjoy themselves more and as a result, 
feel more compelled to persist and exert themselves.

However, an alternative explanation, or perhaps an additional factor, 
involves the impact of success on basic neurophysiological processes, with 
it suggested that these effects may translate into heightened levels of self-
confidence. Fuxjager et al. (2010) conducted studies using a species of mouse 
(i.e., the California mouse) that is territorial and aggressive in defending its 
territory. With this species of mouse, the researchers were able to engineer 
situations where they could control which mouse won and loss individual 
disputes. In other words, the researchers were able to create winners and 
losers, as well as to make a winner a loser or make a loser a winner. The 
researchers found that the experience of winning disputes increased the 
expression of androgen hormonal receptors in the reward circuits of the ani-
mals’ brains. Thus, the experience of winning changed the brain in a way 
that would have promoted a willingness to engage in subsequent disputes. 
In subsequent research, it was shown that the maximum effect on later 
behavior resulted from a combination of winning disputes and high base-
line levels of testosterone (Fuxjager et al., 2011). Either factor alone produced 
only a moderate effect on behavior. With respect to humans, a summary of 
research studies assessing the hormonal levels of participants in competitive 
sporting events found that while there are various factors that modulate hor-
mone levels (e.g., personal assessments of performance), winning produces 
elevated levels of testosterone (Brondino et al., 2013). Interestingly, the mag-
nitude of this effect was equivalent for both contact and noncontact sports.

There may be many who, due to intrinsic factors, exhibit a level of drive and 
perseverance that ensures some degree of success. These intrinsic factors may 
then be amplified through the neurohormonal effects that follow the experi-
ence of having succeeded. This creates conditions for a feedback loop where 
intrinsic factors lay the groundwork for rewarding experiences that then 
intensify the intrinsic motivational drive. However, one should be cautious 
in concluding that we are relegated to a world where only a lucky few have 
any chance of attaining elite status or routinely enjoying success. The bright 
spot lies in the winner’s effect and the fact that the experience of winning can 
produce changes in basic neurophysiology. Consequently, whether or not one 
is intrinsically endowed, the experience of winning can be transformative.
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Within organizations, competition can be both motivating for the would-be 
winners and demoralizing for the losers. Likewise, it must be appreciated that 
the benefits of competition are often diminished when institutional processes 
reward everyone equally. This can be observed in organizations that employ 
merit-based annual pay increases, yet the difference in rewards between the 
highest and lowest achievers is marginal. In these situations, it is difficult for 
the high-achievers to avoid cynicism regarding the process and there is little 
incentive for the low-performers to find ways to improve their contributions. 
It seems that many organizations are stuck at either end of the continuum. 
Either their institutional processes reward a few, leaving most demoralized 
by the competitive process, or they reward everyone equally, with there 
being little incentive for anyone to do better. However, organizations do have 
the opportunity to create a variety of opportunities for individuals to com-
pete and have the experience of winning. Models can be found in events that 
judge competitors and give awards for a range of different categories, as well 
as in competitive sports where there are many different conferences or divi-
sions with champions at every level. Thus, while some prizes may carry more 
prestige and a greater reward, there may be many different areas or levels in 
which individuals and teams may compete, and winning in any area or level 
has the potential to produce a winner’s effect and the subsequent motiva-
tional results and sense of well-being among the winners.

Faster Reactions

There are definite benefits to being able to react faster than one’s competitors 
in activities that emphasize rapid perceptual-motor responses, but faster reac-
tions are also often beneficial in activities that rely more on judgment and deci-
sion making. With respect to perceptual-motor performance, experts exhibit a 
capacity to respond more quickly to perceptual cues. Placed in a situation in 
which a response is imminent, yet it is uncertain exactly when the cue eliciting 
the response will appear, activity may be observed within the circuits of the 
brain that will produce the eventual response. This is not enough activity to 
evoke a response, but it serves to ready the brain by providing a higher level 
of baseline activity within the essential neural circuits. As a result, once the 
cue appears, a response may be generated more quickly. This preparatory 
activity is referred to as a readiness potential. In research conducted with elite 
table tennis players, subjects were presented with a task in which they had 
to quickly respond with either their left or right hand (Hung et al., 2004). 
Initially, a cue was presented that indicated the direction of the forthcoming 
response, although in a small proportion of the trials, this cue was invalid 
and signaled the wrong response direction. Following the preparatory cue, 
a second cue served to prompt the response, including the actual direction 
of the response. While all the subjects in the study reacted faster to validly 
than invalidly cued responses, overall the elite table tennis players exhib-
ited faster reactions across conditions. This corresponded to these subjects 
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exhibiting more pronounced readiness potentials, indicating a higher level 
of preparatory activation of neural circuits in response to the directional 
cues. However, it was also noted that the elite table tennis players exhibited 
a more pronounced neural response on trials involving invalid cues. Based 
on these results, it was suggested that the mechanism by which the elite 
table tennis players achieved their superior reactions oriented around their 
preparing for the expected response, yet simultaneously directing attention 
to the unexpected response. Consequently, on validly cued trials, they were 
prepared to respond faster, but on invalidly cued trials, they more quickly 
recognized and responded to the discrepancy between the expected and the 
actual response.

In addition to evidence indicating that elite performers more effectively 
execute the perceptual-motor processes producing a response, it has been 
suggested that expertise within a given domain results in increased effi-
ciency within the corresponding neural circuits. Efficiency implies that neu-
ral circuits have been more deeply engrained, such that lower levels of energy 
are required to produce a response. This translates into faster, less ambigu-
ous responses, accompanied by lower levels of neural activation. Babiloni et 
al. (2010) compared expert karate athletes with novices as they judged vid-
eos in which various karate techniques were demonstrated. It was believed 
that the experts had a deep understanding of and familiarity with the tech-
niques and would be able to quickly distinguish well-executed techniques 
from poorly executed techniques. Within the brain, when performing a task 
for which there is a low level of demand, there is an increased synchroniza-
tion of neural circuits oscillating in the 8–13 Hz bandwidth. As tasks become 
increasingly more demanding, there is diminished synchronization indicat-
ing a broader recruitment of neural processes. Babiloni et al. (2010) found 
less desynchronization in the expert karate athletes as they judged the per-
formances. This suggested that their familiarity with the activities allowed 
them to more readily interpret and assess the performances, and as a result, 
the engagement of neural processes was less extensive, suggesting a more 
efficient neural response.

The ability of elite and expert performers to react to situations more quickly 
appears to also have a perceptual component. Studies have been conducted 
for various sports using either temporal or spatial occlusion techniques to 
determine the points at which experts begin to sense the information that 
will be critical to their subsequent response. In temporal occlusion, a scene is 
shown (e.g., a tennis player serving the ball), and at various points in time the 
video is stopped and subjects are asked to predict the subsequent event (e.g., 
the direction of the ball following the serve). The subjects are then compared 
based on the accuracy of their responses. These studies show that experts are 
able to accurately predict events at an earlier point in the sequence of activities 
than novices. This has been demonstrated for sports such as tennis (Jones and 
Miles, 1978), cricket (Renshaw and Fairweather, 2000), and squash (Abernethy, 
1990). Thus, expert performers have the capacity to anticipate future events 
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and initiate processes that allow them to respond more quickly, giving them 
the ability to routinely be a few milliseconds faster than less-experienced 
performers.

In addition to reacting more quickly to perceptual cues, expert and elite 
athletes also appear to have a capacity to focus on the most critical perceptual 
features. An experimental technique known as spatial occlusion has been 
used to investigate the use of specific perceptual information by athletes. In 
spatial occlusion, a portion of a scene is occluded from view and the subject 
is asked to predict what will happen. For example, with soccer, expertise is 
associated with the ability to recognize and effectively react to offensive and 
defensive sequences of movement on the field. Expert players not only rec-
ognize the corresponding patterns using actual video, but they do so when 
the players are replaced by point sources of light and the action is depicted 
as patterns of moving lights (Williams et al., 2006). However, when either the 
images of players within a video or lights depicting players are occluded, the 
expert no longer has an advantage in anticipating future events. Similarly, 
with cricket, the position of the hand and arm of a bowler prior to pitching 
the ball has been shown to be critical to a batsman’s ability to anticipate the 
trajectory of the pitch (Müller et al., 2006). Furthermore, with tennis, it has 
been shown that training that is focused on learning to attend to the per-
ceptual cues utilized by experts led to measurable increases in performance 
for novice athletes, compared with their counterparts who merely practiced 
returning serves (Williams et al., 2002).

The Myth of Talent

A counterpoint to the importance of acquiring a vast body of domain-specific 
knowledge is the idea that some individuals possess an innate predisposi-
tion that enables high performance in a general domain (e.g., art, athletics, 
math), such as in the theory of multiple intelligences posited by Gardner 
(1983). We refer to this inborn ability as a talent, and while a truly exceptional 
performance within a domain is thought to result from a combination of 
acquired knowledge and talent (Winner, 2000), a body of work conducted 
by Ericsson (2002) suggests that the view of talent as a critical component 
for exceptional achievement may be wrong. Rather, as discussed previously, 
the level of proficiency in a discipline, whether intellectual or artistic, seems 
to be a direct function of the total amount of deliberate practice—a form 
of methodical practice that emphasizes perfection through repetition. For 
instance, violinists in a music academy who were thought to be the best of 
their class were found to have spent an averaged total of 7410 h practicing 
by age 18, as opposed to the 5301 h spent on average by those considered 
merely “good” (Ericsson, 2002). This work suggests that talent is essentially a 
myth in as much as there is no evidence for it and any results demonstrating 
exceptional performance may be explained in terms of the total amount of 
deliberate practice.
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It was thought that individuals with savant syndrome provided a coun-
terpoint to the idea that expertise must be earned via deliberate practice. 
While restricted in most mental activities, savants are characterized by 
extraordinary competence in one particular domain; this is why such indi-
viduals were, until recently, referred to as idiot savants—as a reference to 
the gulf between their incredible aptitude within one domain and their 
limited functioning in all others. Smith and Tsimpli (1995) described one 
such person, who was severely brain damaged since infancy. As a result, he 
was unable to care for himself, was considered severely mentally retarded, 
and required institutionalization. However, his sister would occasionally 
bring technical papers home from work that involved foreign languages, 
and as a teenager, he quickly acquired these languages, leading to linguistic 
ability in Danish, Dutch, Finnish, French, German, Greek, Hindi, Italian, 
Norwegian, Polish, Portuguese, Russian, Spanish, Swedish, Turkish, and 
Welsh, ranging from a rudimentary understanding to fluency.

This feat is even more impressive given that the boy never received formal 
training in linguistics and in fact found it difficult to play games such as 
checkers due to an inability to comprehend the rules of the game. The rules 
of language, however, did not seem to be as insurmountable as a grasp of 
checkers. On the surface, this case suggests that there may be a way to alter 
the brain such that language acquisition becomes trifling. However, the real-
ity is that the boy spent a great deal of time studying languages. This may 
be because despite extensive brain damage, the areas of the brain that are 
responsible for language acquisition continued to function quite well, and 
due to either external reinforcement or self-satisfaction, he invested substan-
tial time and energy practicing the one skill that he was able to exercise nor-
mally. This may explain why those with savant syndrome often demonstrate 
unusual aptitude in a unique area, such as being able to recall the weather 
when provided with a calendar date. An individual who possesses normal 
brain function is capable of this same mastery. However, it is unlikely that 
someone capable of engaging in a panoply of activities would find the pro-
cess of memorizing weather patterns and calendar dates sufficiently reward-
ing to persevere to the same extent as a savant (Thioux et al., 2006). In the 
absence of pathology, most people are able to find mental outlets that are 
more rewarding and entertaining than the activities for which various 
savants have been reported to have mastered.

Related to the concept of a savant is that of a prodigy—an individual who 
achieves expertise at a young age, such as Bobby Fisher in the field of chess 
or Mozart in the realm of musical composition. At first blush, these individu-
als seem to contradict the idea that a great deal of practice is necessary, given 
that their achievements occurred at an age at which most individuals would 
not have had the opportunity to sufficiently practice a skill to achieve expert 
status. However, a careful study of such individuals reveals that the same 
processes that generally lead to expertise (external encouragement, access to 
effective coaching, deliberative practice) are at play with these individuals 



245Expertise

as well. Mozart typifies this finding, as contrary to claims that he seemed to 
write music in bursts without the need for editing, evidence shows that he 
did in fact spend a great deal of time editing his work in a fashion similar to 
that of other composers of his stature (Ross, 2006).

The discussion of savants and prodigies fits in with what we know about 
those individuals considered elite in their field. While high performers are 
often recognized as “talented,” this designation trivializes the years of effort-
ful practice that these individuals have put in. Bloom and Sosniak (1985) 
studied a group of 120 Americans considered the top performers across six 
professions, and concluded that just about any person could accomplish the 
same feats given the right conditions, emphasizing the importance of delib-
erative practice and discarding the notion of native ability. This notion is 
consistent with findings by Ericsson (2002) and repeated by Gladwell (2008) 
in asserting that elite performers typically invest 10,000 h or more of intense 
study. Keep in mind that it is more than simply time on task that results in 
this performance—the hours spent practicing must be spent in deliberative, 
focused practice, and there are a number of other factors that contribute to 
an individual’s willingness to engage in and persevere in this type of prac-
tice (e.g., mental toughness, reinforcement). Perhaps, talent is better thought 
of in terms of those factors that incite individuals to engage in the arduous 
process of deliberate practice. Motivation to excel is what ties talent and time 
on task together; individuals persevere because they are good at something 
and believe themselves capable of mastering it (Winner, 2000).

It is important to recognize that talent is not the driving explanation 
for mastery of a skill. Often, people assume that proficiency is the critical 
factor—you are either good at something or you are not, and there is little 
you can do to change it. This applies not just to the realms of art or athletics, 
but to highly cognitive domains as well. Likely, we all know someone who 
is “just not good at math” and as a result, spends little effort attempting to 
get better. Actually, what people mean when they say they are not good at 
math (or art or reading or science) is that they have spent little time engaged 
in deliberative practice within these domains, perhaps because they lack the 
motivation to do so or do not find the process rewarding. Without a belief 
that improvement is possible, people are unlikely to devote time to a task.

Starting down the road to expertise is often the most difficult part, as skill 
acquisition without background domain knowledge may prove difficult. 
The more expertise that is developed in a particular domain, the easier it 
becomes to acquire new knowledge in that domain—a situation known as 
the Mathew Effect. Also referred to as accumulated advantage, this is a con-
cept taken from the field of sociology, coined by Robert Merton (1968), which 
may be summarized as, “the rich get richer and poor get poorer.” The name 
comes from a line in the biblical Gospel according to Matthew that reads 
“For unto every one that hath shall be given, and he shall have abundance: 
but from him that hath not shall be taken even that which he hath” (Mt 25: 29, 
King James Version). Initial success or reinforcement is met with a cascade 
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of consequences including additional practice, greater skill acquisition, and 
better access to resources that facilitate expertise (mentorship, funding, gym 
facilities, etc.), all of which continue a feedback loop that, if unbroken, leads 
to expertise. Conversely, initial failure or lack of reinforcement may lead to 
the idea that someone is just “not good” at a particular activity, and as a 
result, there is no additional practice, access to resources, or reinforcement, 
and he or she ceases the activity—the poor get poorer. This idea—that delib-
erative practice with access to resources is key to expertise—does not mean 
that anyone can be president. It means that anyone with the proper motiva-
tion, time commitment, and access to resources may achieve proficiency in 
a given domain. Experts are forged in the crucible of intense practice, not 
simply born, although it does not hurt to be born amid the resources that are 
necessary for fostering skill development.
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9
Teams and Groups

“Man is by nature a social animal”

(Aristotle)

Philosophers as far back as Aristotle have realized that individuals who do 
not partake of society or belong to groups are simply not human. Indeed, 
groups are a fact of human life. Each of us is born into a family within a 
social and cultural setting. At school, we study as part of a class. At work, 
we form work groups. We voluntarily join groups of one sort or another, 
such as sports teams, social clubs, unions, and political parties, based on 
shared occupations, beliefs, and interests. Groups impact our lives in both 
obvious and subtle ways by influencing how we behave, how we think of 
ourselves, and how others think of us, while connecting us to larger social 
aggregates. Several decades ago, Mills (1967) estimated that an average indi-
vidual belonged to five or six groups at any given time. With the opportuni-
ties provided by Internet technology to join and leave virtual communities, 
the number is surely much larger now.

Groups have their origins in human evolution (Van Vugt and Schaller, 
2007). As an adaptive strategy, living in groups enabled our ancestors to 
develop and benefit from the ability to work together. In pursuit of shared 
goals in hunting, foraging, migrating, and child rearing, group behavior 
afforded our ancestors a much greater capacity to survive, reproduce, and 
colonize. As Charles Darwin stated, “with those animals which were ben-
efited by living in close association, the individuals which took the great-
est pleasure in society would best escape various dangers, while those that 
cared least for their comrades, and lived solitary, would perish in greater 
numbers” (The Descent of Man). The evolution of human social behavior and 
the associated psychological mechanisms and neural processes that support 
a predisposition toward group living are a product of millions of years of 
group living. Human social behavior was initially shaped by our ancestors’ 
capacity to adapt to their environment through social cooperation. This has 
since evolved into more sophisticated needs, including the need to develop 
intimate relations with others (i.e., psychological needs), to exchange infor-
mation (i.e., informational needs), and to have a positive social identity (i.e., 
self-esteem needs) (Levine, 2012).

The industrial revolution brought on the institutionalization of work and 
the associated division of work into tasks allocated across a workforce. Since 
then, we have become increasingly reliant on teamwork for performing 
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complex tasks in various work environments, such as cockpits, hospitals, 
and nuclear power plants. Group behavior is critical to our ability to cope 
with many of the demands of modern life. This has prompted a growing 
appreciation that human cognition is social in nature. The mind operates 
within the context of groups, with social factors serving as determinants of 
perceptual and cognitive processes; with thoughts, beliefs, and memories 
shared among those inhabiting a common social environment (Hogg and 
Tindale, 2008).

Defining Groups

It is instructive to specify the characteristics that make a collection of indi-
viduals a group. In general, a group has the following characteristics (Levi, 
2001; Shaw, 1971).

• Individual motivation. A group satisfies its members’ physical and 
psychological needs, so that individuals are motivated to continue 
to participate. Groups that fail to satisfy members’ needs usually 
disintegrate.

• Group goals. People join groups in order to achieve common goals.
• Membership perception. Group members have a collective perception 

of unity and are aware of their relationships to others.
• Interdependence. Group members recognize that they collectively 

share a common fate.
• Interaction. Group members communicate and interact with one 

another. This is the essential feature that distinguishes a group from 
a simple aggregate.

• Group structure. Group members’ behavior is regulated by group 
structural elements, such as roles, norms, and statuses.

• Mutual influence. Group members influence each other, and the desire 
to remain in the group increases the potential for mutual influence.

A distinction may be drawn between groups and teams. The most critical 
difference between teams and groups is the differentiation of roles or task-
relevant knowledge and the degree of interdependence between members 
(Orasanu and Salas, 1993). Group members tend to be homogeneous with 
interchangeable functions. They work independently, produce individual 
work products, and thus focus on individual goals. In contrast, a team con-
sists of members with complementary skills and different functions, who 
work interdependently toward a defined common goal for which everyone 
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in the team is held mutually accountable. To accomplish the common goal, 
team members rely on coordinated interaction and active cooperation. 
Therefore, teams may be considered a special subset of groups, whereas 
groups is a more inclusive term and can be applied to a larger number of 
social and organizational forms. Another dimension to distinguish teams 
from groups is the number of members. Groups range in size from two to 
thousands, while the size of teams tends to be smaller.

Social Psychology and Neuroscience

With distinct historical origins, perspectives, and theoretical frameworks, 
the fields of social psychology and neuroscience have tended to offer incom-
patible explanations for human behavior. Traditional neuroscience has 
treated individuals as the fundamental unit of analysis with a focus on cel-
lular processes and the neural substrates of behavior. The influence of social 
environments on biological events and processes has received little atten-
tion. As Llinás (1989) stated, “to the extent that social factors were suspected 
of being relevant, their consideration was thought to so complicate the study 
of brain and behavior that they were not a priority.” Social psychologists 
have tended to treat individuals as being immune to biological influences 
and have focused on social forces instead (Cacioppo et al., 2010, 2011). It is 
now recognized that social behavior has a biological basis, and our brain 
and biological functioning have a social origin and context. Consequently, 
an integrative analysis of both biological and social factors is needed to pro-
vide a comprehensive theory of human behavior. Thus, social neuroscience 
has emerged as an interdisciplinary field of research that investigates the 
interplay between biological and social phenomena, synthesizing the com-
plementary perspectives, techniques, and knowledge from social psychol-
ogy, neuroscience, and other related areas (Cacioppo et al., 2010, 2011). More 
specifically, social neuroscience capitalizes on biological concepts and meth-
ods to inform and refine theories of social behavior, and it uses social and 
behavioral constructs and data to advance theories of neural organization 
and function (Cacioppo et al., 2010, 2011).

Cooperation and Altruism

Cooperation and teamwork have evolved in a small number of species. From 
an evolutionary point of view, cooperation increases the fitness of the coop-
erators, when the cooperators can collect more resources than the sum of 
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resources collected by each individual. Compared with other social spe-
cies (e.g., ants, bees, and termites), the complexity of human cooperation is 
unparalleled. Increased interdependence and sophisticated forms of social 
interaction due to societal division of labor are believed to have promoted 
our ancestors’ brain growth, which served to enable sophisticated forms of 
cooperation. Cooperation is the core behavioral principal of human social 
life and it has served as the foundation of human civilization.

Kin selection is an evolutionary strategy that favors the reproductive suc-
cess of an organism’s relatives, even at a cost to the organism’s own survival 
and reproduction. Charles Darwin was the first to discuss this concept in his 
1859 book, The Origin of Species. Reciprocal altruism is a behavior whereby an 
organism acts in a manner that temporarily reduces its fitness while increas-
ing another organism’s fitness, with the expectation that the other organism 
will act in a similar manner at a later time. That is, reciprocal altruism refers 
to cooperative behavior that is favored due to the likelihood of future, mutu-
ally beneficial interactions.

According to the theory of reciprocal altruism, there are two forms of recip-
rocal exchange: direct reciprocity and indirect reciprocity. Direct reciprocity 
is established on the principle of “help someone who may later help me.” 
That is, there is an expectation that altruistic acts will be reciprocated by the 
recipient. However, people often dispense favors without expectation of a 
return. Therefore, indirect reciprocity was proposed to explain such altruis-
tic acts. Indirect reciprocity is based on the principle of “I won’t scratch your 
back if you won’t scratch their backs.” This implies a moral system, in which 
the reputation and status, or “image score,” of an individual reflect whether 
the individual has helped others. Accordingly, a hypothetical image score is 
continuously assessed and reassessed by others and impacts the likelihood 
that an individual will be helped by others in future social interactions.

Rilling et al. (2002) used functional magnetic resonance imaging (fMRI) 
to examine the neural activity of 36 women as they played the prisoner’s 
dilemma game with either another woman or a computer. In the game, play-
ers independently chose to either cooperate with each other or defect, and 
the awards that they received after each round were determined by their 
choices. The blood oxygen level–dependent (BOLD) responses of the subjects 
to the game outcome and their BOLD responses while deciding whether to 
cooperate or defect were analyzed. Overall, the study offered evidence of 
reward-related neural activity reinforcing cooperative behavior. For exam-
ple, when looking at the subjects’ reaction to mutual cooperation, Rilling 
et  al. (2002) detected consistent activation of the brain regions associated 
with processing rewards (i.e., ventromedial frontal and orbitofrontal cor-
texes, and anteroventral striatum). This suggest that there is a rewarding 
effect of participating in a mutually cooperative social interaction. In con-
trast, when cooperation was met with defection, the anteroventral striatum 
was often deactivated, an observation that has been linked to the omission 
of expected rewards. Furthermore, it was found that the most significant 
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activation associated with a cooperative outcome was in the somatosensory 
association cortex of the medial posterior parietal lobe, which is implicated 
in emotional experiences. Combined, these findings suggest that cooperative 
acts may be reinforced by feelings and social emotions, such as trust and 
comradery that occur as a result of the activation of the orbitofrontal cortex 
and anteroventral striatum during mutual cooperation.

Additionally, Rilling et al. (2002) found that the decision to cooperate was 
associated with activation in the ventromedial frontal cortex, which has 
been associated with sensitivity to distant rewards and punishments, and 
the rostral anterior cingulate cortex, which has been linked to processing 
conflict-related emotions. This is understandable given the conflict that may 
arise within the prisoner’s dilemma game—immediate gratification with 
the prospect of future punishments for defection versus delayed but greater 
gains through cooperation. The activation of the ventromedial frontal cortex 
and the rostral anterior cingulate cortex may correspond to the inhibition 
of the desire for short-term gain in favor of long-term and higher rewards. 
Another finding from the study is that activation of the ventromedial frontal 
and orbitofrontal cortexes, but not the rostral anterior cingulate cortex or the 
anteroventral striatum, occurred when the second player was a computer. 
This suggests that the rostral anterior cingulate cortex and striatal activa-
tions may relate specifically to cooperative social interactions with human 
partners.

Group Intelligence

In the investigation of individual versus group performance, cognitive 
ability at the group level has been operationally defined as either the maxi-
mum, average, minimum, or standard deviation of the intelligence of group 
members. In a meta-analysis, Devine and Philips (2001) examined the corre-
lations between four group cognitive ability indices and group performance. 
It was found that the standard deviation of member cognitive ability was 
not related to group performance, although the other three indices were 
positively correlated with group performance in most cases, with average 
intelligence being somewhat more predictive than the maximum or mini-
mum intelligence of group members. This suggests that although groups do 
capitalize on the available cognitive resources of group members, the three 
indices are weakly predictive of group-level intelligence. In addition, the 
predictive efficacy of the three indices appears dependent on other factors, 
including task complexity, degree of physical activity, and task familiarity. 
For example, the indices may be marginally predictive of performance for 
simple and familiar tasks that involve repetitive physical activities, whereas 
they may be good predictors for tasks involving intellectual activities.
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Unlike other researchers who tried to explain group-level intelligence in 
terms of individual-level intelligence, Woolley et al. (2010) examined whether 
a group’s general ability to perform different activities was a stable property 
of the group itself, or just of its members. By assessing how well a single 
group performed a wide range of tasks, they demonstrated that groups, 
like individuals, do have characteristic levels of intelligence, which can be 
measured and used to predict group performance. That is, group intel-
ligence does exist and it functions in the same way for groups as general 
intelligence does for individuals. In their study, they first assessed the intel-
ligence of individual subjects using the Wechsler Adult Intelligence Scale. 
Afterward, the subjects were assigned to groups consisting of either two, 
three, four, or five members. The groups were then given various tasks to 
complete that required some degree of coordination of the group members. 
Examples of tasks assigned to the groups included solving visual puzzles, 
brainstorming, making collective moral judgments, and negotiating limited 
resources. When the performance across tasks was considered, the research-
ers found that a group who did well on one task tended to do well on other 
tasks. Furthermore, a factor analysis revealed a single factor that not only 
accounted for a large portion of the variance in group performance, but also 
had a statistically significant effect on group performance; hence, research-
ers referred to the factor as “collective intelligence.”

One stunning finding from Woolley et al.’s (2010) study is that group 
performance does not appear to be related to individual intelligence, as 
no significant correlations were found between group performance and 
the maximum or average group member intelligence. This, combined with 
Devine and Philips’ (2001) findings regarding the weak relationship between 
individual intelligence and group performance, suggests that group intel-
ligence involves something more than the average intelligence of the group 
members. The implications are profound for efforts to assemble effective 
teams, especially given that many organizations seek to fill positions based 
on secondary measures of individual intelligence (e.g., grade point average) 
with the expectation that these individuals will effectively work within the 
context of a team.

Woolley et al. (2010) also examined a number of individual and group 
factors to discover the determinants of collective intelligence. Group cohe-
sion, motivation, and satisfaction were not significant predictors of collective 
intelligence. A moderate correlation between collective intelligence and the 
maximum or average group member intelligence suggested that collective 
intelligence does depend on the composition of a group; however, the depen-
dence is moderated by two other important factors that determine the inter-
nal dynamics of a group. The first concerned the level of turn taking within 
conversations. Groups that exhibited relatively equal distributions with 
regard to the time that each group member spoke or the number of occa-
sions that each group member spoke performed better than groups that had 
less equal distributions. Thus, within superior groups, each group member 
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is allowed an opportunity to express his or her perspective and participate in 
the decision-making processes of the group. Second, groups that on average 
scored high with regard to their social sensitivity to one another performed 
better. Social sensitivity was measured using a test known as the Reading the 
Mind in the Eyes test. In this test, a subject views a series of faces that show 
only the eyes and the surrounding areas of the face and is asked to indicate 
the associated emotional expression. This finding suggests that groups that 
perform well have a stronger capacity to sense the ongoing emotional and 
cognitive state of group members and adapt their interactions accordingly. 
Perhaps most significantly, the authors noted that these are traits that can 
be trained. This is important because it suggests that largely independent of 
intelligence, individuals may be taught skills that will enable them to effec-
tively function within the context of a group, enabling levels of performance 
to be attained by the group that may exceed the performance one might 
expect given the makeup of the individual group members.

Individuals differ in their patterns of brain activity, the relative amount 
of neural activation, and the efficacy of interactions among different brain 
areas. These individual differences may affect group performance (Woolley 
et al., 2007). Woolley et al. (2007) studied the effect of the complementarity of 
group members’ task-specific cognitive abilities on group effectiveness. They 
focused on two independent visual systems: the ventral visual system, which 
plays a central role in processing object properties such as shapes, color, and 
texture; and the dorsal visual system, which plays a central role in processing 
spatial relations. The two systems are located in different parts of the brain 
and evidence suggests that individuals with a strong object-processing ability 
tend not to have a strong spatial-processing ability, and vice versa. In the study, 
individuals were teamed to form two-person teams. Their task required the 
two members to work together with one member performing a spatial sub-
task and the other an object-properties subtask. The task involved navigating 
through a three-dimensional virtual world and remembering the locations 
where different objects were observed. The members’ role assignments to the 
subtasks were either congruent or incongruent with their individual abilities. 
For congruent teams, an individual who was adept at object processing per-
formed the object-processing task and an individual who was adept at spatial 
processing performed the spatial processing task. For incongruent teams, the 
roles were reversed and for semicongruent teams, one individual performed 
the task for which he or she possessed an aptitude and the other did not.

Teams for which roles were congruent with their abilities performed 
better than incongruent teams and semicongruent teams. In addition, the 
researchers found that when individuals were assigned roles that were con-
gruent with their abilities, the level of communication between team mem-
bers was unrelated to team performance. In contrast, in incongruent teams, 
communication was correlated with their performance and it appeared to 
be helpful in compensating for the misplacement of abilities. Interestingly, 
the performance of the semicongruent teams was negatively correlated with 
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their communication. Woolley et al.’s study underscores the importance of 
considering individual cognitive proficiencies in composing effective teams. 
That is, a team should have the right abilities and the individuals need to be 
assigned to appropriate roles or tasks.

Good Team, Bad Team

For several years, I have worked with programs focused on engaging 
youth in science, technology, engineering, and math (STEM) through 
various activities. Much of this time has involved leading teams that 
have competed in the robotics tournaments that are coordinated through 
the US First program. This program emphasizes team competition, and 
teamwork is one of the criteria on which the teams are scored during 
the tournaments. Consequently, in preparing teams to compete in these 
tournaments, a considerable amount of time is devoted to teaching and 
practicing good teamwork skills.

One of the exercises that I have done with the children that has always 
been a lot of fun and that I believe is very informative with respect to 
team processes and team performance is a game I have called, “good 
team, bad team.” In conducting this exercise, I always start by giving the 
children a task such as to build a model of some object using Lego bricks 
and to do it as a good team. This part of the exercise is not very informa-
tive because the children are always on their best behavior and they do 
all the things that you might expect them to do. They take turns, they 
complement each other, they try and help each other, and they do not 
talk over each other. It is much more interesting when I next ask them to 
do the same task as a bad team. This is their chance to let out their nega-
tive impulses and usually by the time they are finished, it has become so 
outrageous that no one can stop laughing.

In the behavior of the bad team, one sees many of the characteristics 
that distinguish effective from ineffective teams. There is no turn taking. 
Everyone speaks at once and no one listens to what anyone else has to 
say. Similarly, with the activity, everyone tries to do it at the same time, 
interfering with one another, with it generally devolving to the point that 
everyone is essentially working alone and independently doing what he 
or she wants to do. There is no sensitivity to one another. They say what 
they are thinking regardless of how it might affect the other members 
of the team. This includes various personally disparaging remarks and 
blunt criticisms. The other noteworthy observation is the self-centered-
ness that arises. Each member of the team becomes the focal point with 
the assumption that what he or she is doing is all that matters and every-
one else should be working in service to this team member.

While the children provide an exaggerated version of the behaviors 
that underlie ineffective team processes, these same behaviors emerge 
within professional settings, yet more subtly. In meetings, one often sees 
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one or more dominant individuals who drive the conversation, saying 
more and speaking longer than anyone else. Likewise, you see compe-
tition for limited resources, with many continuing to pursue resources 
well beyond the point at which they have secured more resources than 
they can actually consume. In professional settings, there are rarely out-
ward expressions of negativity toward one another. These expressions 
occur in a veiled manner through an unwillingness to be helpful and 
competition fueled by jealously and animosity. The self-centeredness 
arises in an individual’s infatuation with his or her own ideas and the 
insistence with which they are expressed, accompanied by a dismissal of 
other ideas, and an elevation of the “not invented here” syndrome to one 
better described as “not invented by me.”

I have come to the conclusion that in most professional settings, highly 
effective teams are often the exception. Individuals become highly skilled 
in concealing, masking, and rationalizing their self-centered behavior. 
However, the behavior is present and undermines the effectiveness of 
team activities. Granted, this is often a product of the culture in which 
people are asked to work, particularly where the culture hinges on com-
petition over limited resources. However, it is often the exception to see 
one sacrifice one’s own potential gains for the betterment of the group, 
or to put aside one’s own ambitions, so that everyone in the group can 
share in a larger bounty. In youth, I have seen a clear understanding of 
this distinction and a willingness to put aside personal gains for the ben-
efit of the overall team. Likewise, in adults, I have seen near universal 
acknowledgement of the principles that underlie effective teamwork, but 
countless illustrations of behavior that may seem reasonable on the sur-
face, but one layer deep, is contrary to these same principles.

Social Cognition, Metacognition, and Mentalization

Social cognition refers to the cognitive processes by which we make sense of 
ourselves, the people around us, and ourselves in relation to others within 
the social environment or culture in which we live. It provides human 
beings with a significant advantage over other creatures—the ability to work 
together in groups. Indeed, the fact that brain regions (e.g., medial prefrontal 
cortex [mPFC], superior temporal sulcus [STS], and lateral parietal cortex) 
that are associated with social-cognitive tasks have a higher baseline activity 
(i.e., higher resting metabolic rates) than average suggests that social cogni-
tion forms part of a default state of human cognition (Gusnard et al., 2001; 
Gusnard and Raichle, 2001; Raichle et al., 2001). That is, the human brain 
spontaneously engages in social-cognitive processing.
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Our brains and minds are in continuous interaction with other people 
within a group environment, detecting and influencing what others are 
doing. It is not only the physical presence, but also the mental image of 
another person that can affect the state of one’s brain, behavior, and attitude. 
Humans do not simply act together; rather, they work together by adopting 
a group-oriented perspective on activities. Each group member’s behavior is 
guided by his or her understanding of other group members’ behavior and 
intention. For instance, the first step of a joint action—the decision to col-
laborate with another person—is determined by judging the willingness of 
a prospective partner to collaborate based on an interpretation of his or her 
goals and intentions.

The ability to understand the behavior and intentions of other people 
relies heavily on two other abilities. First, individuals must recognize one 
another as intentional agents who are driven by internal mental states rather 
than external mechanistic forces. That is, human behavior is not driven by 
the actual state of the external world, but instead by an internal representa-
tion of the possible states of the external world. Second, individuals must 
possess cognitive skills essential to ascribe meaning to other people’s actions 
by making inferences concerning their internal mental states. Social cogni-
tion allows us to develop a shared representation of the mental states of the 
self and others, and the relationship between these mental states, by taking 
account of our own and other people’s knowledge, beliefs, goals, feelings, 
and enduring dispositions. Shared mental states provide a fundamental 
basis for social interactions, enabling us to predict how our own behavior 
will impact the mental states of others. As mentioned in the previous section, 
groups that can more efficiently perceive and share their members’ emotions 
(i.e., greater social sensitivity) are more collectively intelligent.

Metacognition and mentalization are two important aspects of social 
cognition. Metacognition concerns the higher-order processes by which 
we monitor and control our own cognitive processes. It is often defined as 
cognition about cognition or knowing about knowing. Mentalization refers to our 
ability to impute the mental states underlying the overt behavior of other 
people. It is sometimes referred to as perspective taking or theory of mind (ToM). 
Mentalization can also be thought of as a special case of metacognition where 
metacognition is applied to others, rather than one’s self.

Brain localization studies suggest a dissociation of social cognition from 
nonsocial cognition. It has been found that social reasoning tasks (e.g., con-
sideration of a person’s mental state and prediction of a person’s behavior) 
trigger greater neural activity than nonsocial-cognitive tasks (e.g., consid-
eration of a person’s physical characteristics and prediction of an inanimate 
object’s behavior) in a set of brain regions, including the mPFC, STS, and 
lateral parietal cortex. As shown in Figure 9.1, differential engagement of 
these regions can be induced by manipulating subjects’ beliefs (Gallagher 
et al., 2002; McCabe et al., 2001). For example, in an interactive game (e.g., 
the game of “rock, paper, scissors”) that requires second-guessing one’s 
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FIGURE 9.1
Brain regions showing greater activation when subjects believed that they were playing against 
a human partner as opposed to a computer partner. (From McCabe, K., Houser, D., Ryan, L., 
Smith, V., and Trouard, T., Proceedings of the National Academy of Science of the United States of 
America, 98, 11832–11835, 2001. With permission.)
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opponent, enhanced activation of the mPFC, STS, and lateral parietal cor-
tex is observed when subjects who are playing against a computer believe 
that they are playing against another human. This suggests that the neural 
activity in the mPFC, STS, and lateral parietal cortex is associated with infer-
ences concerning the mental states of others. Interestingly, the mentalization 
impairments that are observed in autistic children are independent of other 
general cognitive abilities (Leslie and Thaiss, 1992). These findings suggest 
that social cognition draws on a specialized set of cognitive processes that 
are distinct from those subserving nonsocial aspects of thought. However, 
this does not mean that social-cognitive abilities are completely independent 
of nonsocial-cognitive abilities, as both rely on various basic cognitive pro-
cesses (Mitchell, 2006).

It has been proposed that the specialized set of social-cognitive abili-
ties found in humans is innate and represents an evolutionary result of 
our ancestors adapting to social challenges arising from their interactions 
with conspecifics within a social group environment (Mason and Macrae, 
2008). Although infants and young children are generally assumed to be 
unaware that people have different mental perspectives, they exhibit pre-
cursors of the capacity to intuit other people’s intentions and desires. For 
example, young infants are more attracted to and show enhanced neural 
processing in response to cues that signal intentionality, such as human 
faces, compared with other objects. Within the first few months of life, 
infants begin to follow the direction of an adult caregiver’s line of sight. 
By the age of one, they start to engage in spontaneous role-taking and 
pretend play, showing an increased capacity to reason nonegocentrically. 
It appears that social cognition evolves with the development of other 
cognitive abilities and is subject to environmental and cultural influences 
(Mason and Macrae, 2008).

Research has demonstrated the dissociations between different aspects of 
social cognition as well as the overlap between social cognition and other 
forms of cognitive processing, suggesting that the cognitive processes that 
are deployed for social cognition vary as a function of the content of mental-
ization. For instance, the STS appears to play a critical role in integrating cues 
indicative of intentional movement and ascribing meaning to them (Mason 
and Macrae, 2008). The junction of the temporal and parietal cortices (TPJ) 
subserves inferences about others’ beliefs (Saxe and Kanwisher, 2003; Saxe 
and Wexler, 2005). In addition, construing the behavior of similar versus dis-
similar others has been associated with different mPFC regions. Specifically, 
the ventral mPFC is engaged in mentalization about similar others and a 
more dorsal region of the mPFC is engaged in mentalization about dissimilar 
others (Jenkins et al., 2008). Given that the ventral mPFC is also involved in 
tasks that require self-referential thought, there seems to be a link between 
introspection about self and mentalization about similar others. This points 
to a “simulationist” view of social cognition, which contends that we sponta-
neously reference our own mental states to infer those of other individuals to 



265Teams and Groups

the extent that we believe that the other individuals have comparable mental 
experiences (Jenkins et al., 2008).

The discussion above suggests that social cognition is highly contingent 
on the interpretation of others’ behavior from our own perspective. One 
implication is that social cognition is susceptible to error and bias—the 
price for easy access to the inner workings of another’s mind (Mason and 
Macrae, 2008). For example, we often exhibit a discrepancy between how 
we understand and justify our own and other people’s actions. Specifically, 
we tend to attribute our own actions to situational constraints but attribute 
other people’s actions to trait characteristics. Furthermore, there is evidence 
that we are less accurate in recognizing the causes of our own actions than 
inferring the causes of other people’s actions (Pronin et al., 2007). Therefore, 
our understanding of our own actions can benefit from others’ comments. 
Additionally, when using self-reflection to guide inferences, an individual 
may be incorrectly misjudged as an in-group or an out-group member. Even 
if we correctly identified an individual as an in-group member, we may fail 
to account for differences between ourselves and that individual with respect 
to mentalization. Finally, mentalization error and bias are likely to increase 
when out-group members behave ambiguously or information contradicts 
stereotypes. We are also less willing to acknowledge that out-group mem-
bers have the same mental experiences as in-group members. These con-
siderations highlight the complexities and ambiguities that plague everyday 
social interactions.

Neural Synchronization and Correlation 
During Group Processes

As discussed in a previous chapter, our brains possess what has been referred 
to as mirror neurons that selectively respond to the actions of another per-
son (Rizzalotti and Craighero, 2004). For example, as one observes an actor 
performing a familiar routine (e.g., putting on socks and shoes), the mirror 
neuron system becomes active with the activation somewhat mirroring that 
which would occur if one was performing the activity oneself. In a series 
of studies reported by Stephens et al. (2010), the researchers asked if simi-
lar processes might be evident during everyday verbal communications. 
Initially, brain-imaging data were collected from subjects as they verbally 
told a story of a real-life experience from their past. Then, a different set of 
subjects listened to these stories while brain-imaging data were collected. 
The researchers compared the patterns and timing of the brain activity in 
the storytellers and listeners. The results revealed a correlation such that the 
patterns of activity in the listeners tended to mirror that of the storytellers. 
Generally, there was a slight lag with the corresponding activation in the 
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story listener following that of the storyteller by 1–3 s. The areas for which a 
coupling was observed included areas normally associated with speech com-
prehension (e.g., Wernicke’s area), as well as regions associated with process-
ing semantic and social cues (e.g., precuneus, dorsolateral prefrontal cortex, 
orbitofrontal cortex, striatum, and mPFC). To demonstrate that the effect was 
attributable to the communication between the teller and the listener, the 
procedure was repeated with the storyteller speaking in Russian for story 
listeners who were non-Russian speakers. In this condition, the neural cou-
pling was not observed, suggesting that it was the communicative properties 
of the story that produced the synchronization of neural processes between 
the storytellers and the listeners.

Stephens and colleagues next considered if the neural coupling between 
storytellers and story listeners was related to the degree to which the lis-
tener comprehended the storyteller. Listeners were assessed with respect to 
the extent to which they understood the story told by the storyteller. When 
listeners were ranked with respect to those showing the strongest to the 
weakest coupling between their brain activity and that of the storyteller, this 
ranking correlated with story understanding. Those subjects who exhibited 
the greatest degree of neural synchrony also had the greatest comprehen-
sion of the story. Furthermore, when the researchers considered the different 
time delays between the neural activation of the storyteller and the story lis-
tener, it was observed that often the corresponding activation of the listener 
would precede that of the teller, suggesting that the listener was anticipating 
the storyteller. Further analysis revealed that the extent to which story listen-
ers exhibited this anticipatory coupling was also predictive of their compre-
hension of the story. Thus, those listeners who not only mirrored the neural 
activation of the storyteller, but also got ahead of the storyteller, anticipat-
ing what would come next, were the story listeners who most thoroughly 
understood the story and connected with the storyteller. This suggests that 
during everyday social interactions, to the extent that there is a coupling or 
synchronization of the neural activity of individuals interacting with one 
another, there will be a more effective and meaningful exchange of infor-
mation. Consequently, one might reasonably ask what mechanisms, beyond 
mere familiarity, may be introduced that would serve to promote neural syn-
chronization. Stephens et al. (2010) noted that there were significant differ-
ences in the extent to which their subjects exhibited neural coupling, with 
some subjects showing substantially stronger coupling than others. One 
hypothesis is that processes that involve highly structured routines will be 
more conducive to neural synchrony than more open-ended activities.

Within military and other similar domains, operational activities, includ-
ing communications, are often highly structured. This involves choreo-
graphed sequences of activity in which each individual has a specific 
responsibility, with associated tasks, and the activities of the group are 
interleaved with the actions of the individuals who make up the group. 
Lindenberger et al. (2009) recorded the electroencephalogram (EEG) of eight 
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pairs of guitarists as they played a short melody together. They observed 
synchronized brain activity between the guitarists during two periods. 
First, there was a preparatory period prior to playing the melody during 
which the guitarists set their tempo with the use of a metronome. Second, 
synchronization accompanied the start of play, and persisted throughout 
play, although at a reduced level. Then, once the melody was complete, 
the synchronization vanished. Interestingly, synchronization primarily 
occurred for lower-frequency brain activity, specifically delta (1–3 Hz) and 
theta (4–7 Hz). This may be attributable to the metronome being set at a sim-
ilar frequency, yet it was noted that theta has been linked to the initiation of 
motor activities. These findings suggest that much like the storytellers and 
listeners, when individuals perform joint actions, their brains exhibit some 
degree of coordinated activation.

Whereas the studies discussed above involved somewhat isolated activi-
ties, groups operating in the real world must often cope with varying activi-
ties that impose different demands on group members for coordinated and 
individual task performance. Dodel et al. (2011) studied the neural synchroni-
zation of groups as they performed a simulated combat mission. The groups 
consisted of either expert operators with extensive operational experience 
in airborne battlespace management, or novice operators with sufficient 
experience to successfully complete the scenarios used in the experiment, 
but no operational experience. The tasks required that the groups use radar 
displays to monitor an ongoing battlespace, while working together to coor-
dinate the activities of various entities within the battlespace, as well as to 
provide their command with an overall situation awareness. The researchers 
employed an approach that combined the activity from EEG recordings of 
the group members across frequency bands and used statistical techniques 
to construct a model of this activity. In this approach, the neural synchroni-
zation between group members corresponded to a simpler model with fewer 
dimensions. It was observed that the expert groups exhibited a lower dimen-
sionality in their models, as compared with the novices, suggesting greater 
synchronization of their brain activity.

Similarly, Stevens et al. (2009) demonstrated the neural synchronization 
of groups engaged in a coordinated problem-solving task using EEG indica-
tors of mental workload and engagement. The results have been extended 
to illustrate the presence of neural synchronies based on the same measure-
ment techniques within the more free-flowing activities of submarine pilot-
ing and navigation teams (Stevens et al., 2012). It is suggested that real-time 
measurement of this nature could provide a basis for assessing ongoing 
operations, with the understanding that often when coping with challenging 
situations, there is a breakdown in group coordination. Such an idea would 
provide value in a training context as an indicator of group proficiency and 
as a diagnostic tool for intervening to improve group processes, but it might 
also be employed operationally as a high-level status indicator regarding the 
group work component of situation awareness.
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Neuroeconomics

Economics underlie human social behavior, whether in the context of work, 
commerce, or recreation. For instance, various approaches may be employed 
to incentivize certain behaviors or to motivate performance. Decisions 
are constantly being made based on the subjective value that is assigned 
to objects and experiences. Trade permeates almost every human activity, 
whether oriented around goods, services, information, or opportunities. The 
responses to these situations are somewhat universal, such as the sense that 
someone has taken advantage of us, or the expression of status through the 
objects that we possess or activities in which we engage. Likewise, events 
in which human behavior results in unintended consequences routinely 
involve an overlooked economic element. A prime example has come to be 
known as the “Cobra Effect.” The ruling government in the Indian city of 
Delhi became concerned about the large number of venomous snakes and 
offered a reward for anyone who killed a cobra and turned in the dead body. 
While a seemingly rational solution to the problem, the program actually 
made the problem worse. Entrepreneurial individuals began to breed cobras 
to kill and turn in for the bounty, causing the government to suspend the 
rewards. With there no longer being an incentive for keeping the snakes, the 
cobra breeders released them. As a result, having not thoroughly considered 
the economics that shapes human behavior, the program incentivized activi-
ties, snake breeding, which resulted in there being more dangerous snakes 
within the city.

Within economics, research has sought to elucidate tenets of human 
behavior that can be broadly generalized across different situations. Within 
the past decade, various groups have sought to link these behavioral tenden-
cies to underlying neurophysiological processes. This work has given rise 
to a field of multidisciplinary science known as “neuroeconomics.” While 
neuroeconomics covers a broad range of topics, the following sections pro-
vide a summary of a few pertinent topics with direct bearing on the design 
and engineering of systems, and associated human behavior within these 
systems.

Differential Response to Losses and Gains

One must frequently weigh alternative decisions with regard to potential 
losses and gains. Given the opportunity to change jobs, one might consider 
the gains associated with an increased salary and opportunities to expand 
one’s skills and experience, but weigh these gains against losses such as los-
ing generous health benefits and the need to frequently be away from family 
due to the travel required by the prospective job. When weighing alterna-
tives of this nature, people tend to be loss averse, meaning that they assign 
much greater weight to potential losses than potential gains (Tversky and 
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Kahneman, 1992). In the laboratory, loss aversion has been studied using 
gambling paradigms in which given the odds of winning and the poten-
tial gains and losses, subjects must decide if they are willing to take a risk. 
Presented with a 50/50 chance of winning or losing, the gains must be 
almost double the losses before the subjects exhibit a willingness to accept 
the risk. Thus, given 50/50 odds, if the penalty for losing is $50, the gains for 
winning must be nearly $100 to induce a majority of the subjects to accept 
the gamble. Similarly, in studies where subjects are given an object and are 
allowed to use the object as their wager, the return on winning must be sub-
stantially greater than the amount the subjects would have actually paid for 
the object before they are willing to accept the risk of potentially parting 
with the object (Kahneman et al., 1990).

When subjects are posed with a decision involving potential risks, there is 
a differential response across a broad region of the brain that varies in pro-
portion to the risk (Tom et al., 2007). Subjects were presented with hypotheti-
cal decisions in which there was a 50/50 chance of winning and the ratio of 
gains resulting from a win to losses resulting from a loss was varied. As the 
ratio of potential gains to losses increased, there was increasing activation of 
a collection of brain sites associated with the anticipation of rewards, which 
included the striatum, the prefrontal cortex, and the anterior cingulate cor-
tex. In contrast, as the ratio of potential losses to gains increased, there was 
deactivation of this same circuit. The results did not suggest that separate 
circuits processed gains and losses, but that both were assessed by the same 
circuit, with the relative level of activation either increasing or decreasing, 
respectively. It was also shown that losses produced a more profound effect 
on the activation of this circuit than gains, with the level of decreased activa-
tion resulting from a potential loss being substantially greater than the level 
of increased activation resulting from an equivalent gain. Furthermore, the 
subjects varied in their individual sensitivity to potential gains and losses, 
with some being much more sensitive than others. Specifically, the subjects 
differed in their level of aversion to losses, with those showing the least aver-
sion also showing the least reduction in neural activation associated with 
potential losses. These findings suggest that there is an innate tendency to 
weigh potential losses more heavily than potential gains, with this behavior 
based on the differential sensitivity of the brain reward systems. This trait 
may be manifested in a propensity to avoid risky decisions and perhaps an 
undue willingness to sacrifice potential gains in favor of avoiding potential 
losses.

Brain Basis for Subjective Value

Many decisions are not made on the basis of gains versus losses, but instead 
on the basis of one option being preferred over another. This type of deci-
sion is particularly prevalent in consumer purchases. Perusing the flavors 
offered in an ice-cream shop, I may find acceptable, even like, every option. 
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However, I may also select rocky road 9 times out of 10 because it is my favor-
ite of all the flavors.

In a study by Lebreton et al. (2009), subjects were first shown images of 
faces, houses, or paintings and were asked to rate each with respect to its 
pleasantness. One month later, the subjects were shown pairs and were asked 
to choose which they preferred from each pair. The intent was to isolate the 
neural circuits that differentially responded to the subjective response to dif-
ferent stimuli from brain regions involved in choosing between two stimuli. 
This is an important distinction because our subjective assessment of vari-
ous experiences, whether in the workplace or at home, during recreational 
or leisure activities, and so on, is based on incidental subjective responses 
to the environment, people, objects, and events. The results indicated that 
the same striatal reward circuit described previously with respect to our 
response to potential wins and losses, mediates our subjective responses to 
various stimuli.

It was noted that each category of stimuli—faces, houses, and paintings—
produced activation within brain regions that are normally associated with 
processing stimuli corresponding to the category. For example, regions asso-
ciated with processing facial stimuli were active when viewing facial stimuli. 
Furthermore, there was activation of the hippocampus, which may reflect the 
retrieval of memories associated with different stimuli. Yet, input from each 
of these areas fed into the reward circuits, which then produced the sub-
jective assessment. In related research, Levy and Glimcher (2011) compared 
subjects’ response to food, water, and monetary rewards in conditions where 
the subjects were exposed to varying degrees of food and water deprivation. 
Following deprivation, the subjects exhibited a more pronounced neural 
response to food or water within the reward circuits, which was accompa-
nied by activation within distinct circuits associated with processing food, 
water, and monetary stimuli. Thus, it appears that there is a common brain 
system associated with making valuative judgments, independent of the cat-
egory of items or experiences being evaluated.

In the study by Lebreton et al. (2009) where subjects indicated their prefer-
ences regarding faces, houses, and paintings, it was noted that the subjects 
varied in their preferences for different stimuli and that these preferences 
correlated with the level of activation associated with specific stimuli. A 
subject who generally preferred one type of house over another would 
consistently show greater activation for the former, whereas a subject who 
preferred the latter would show greater activation for the latter. Thus, the 
differential response represented individual subjective assessments, as 
opposed to a generalizable response to the universal characteristics of the 
stimuli. It is not that certain objects are better than others and everyone 
agrees, with the neural response merely reflecting recognition of superior 
aesthetic qualities. Instead, the response is a subjective, individual assess-
ment, perhaps based on the sum of past experiences with similar items from 
each category.
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From the perspective of design, these findings suggest that individuals 
are constantly making subjective assessments of their surroundings, includ-
ing people, objects, and experiences, and that these assessments involve dif-
ferential activation of circuits within the brain that are associated with the 
anticipation of rewards. It would be easy if certain characteristics were uni-
versally considered to be more rewarding. However, individuals differ with 
respect to their subjective assessments. For example, one person may view 
a feature within an online service favorably because it is similar to another 
service that has been the source of many rewarding experiences. At the same 
time, another individual may view the same feature negatively because he or 
she has had a frustrating experience elsewhere with a similar feature. One 
mechanism to accommodate these individual differences is to understand 
cultural factors and the extent to which common cultural experiences may 
predispose groups to view elements of design similarly. Yet, ideally, where 
experiences can be tailored to specific individuals, there is an opportunity 
to maximize the overall subjective response by tapping into the differential 
propensity of individuals to react positively to certain characteristics of their 
experiences.

Subjective Value, Now or Later

People favor immediate rewards, and will often sacrifice their overall return 
in favor of an immediate return. Through various experimental paradigms, 
it has been shown that given a choice involving either receiving an immedi-
ate reward (e.g., $5 gift card) or waiting for some duration (e.g., a week) and 
receiving a larger reward (e.g., $10 gift card), people will often take the imme-
diate reward, despite it being substantially less than the delayed reward. The 
immediacy of a reward factors into its value with more immediate rewards 
perceived to be of greater value than delayed rewards. This finding has been 
referred to as “temporal discounting” (Frederick et al., 2002).

In research by Kable and Glimcher (2007), subjects were presented with a 
series of choices in which they could choose between an immediate reward 
of $20 or a delayed reward, which varied from trial to trial. The value of the 
delayed reward ranged from $20.25 to as much as $110, and the time delay 
varied from 6 h to 180 days. This technique allowed the researchers to cal-
culate a discounting function for each individual, which reflected his or her 
willingness to sacrifice an immediate gain for a larger, yet delayed gain. The 
extent to which the subjects exhibited discounting, or the tendency to take 
an immediate reward and forgo a greater delayed gain, was correlated with 
the level of neural activity in three regions of the brain (ventral striatum, 
mPFC, and posterior cingulate cortex). These regions include the reward 
circuits discussed previously with respect to subjective value and suggest 
that the immediate reward is often perceived to be of greater value, with 
this associated with a more pronounced response within the reward circuits 
of the brain than the larger delayed reward. Similarly, differential levels of 
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neural activation have also been shown to correlate with the extent to which 
discounting occurs in regard to the probability of receiving a reward (Peters 
and Buchel, 2009). In this case, subjects exhibit a differential tendency to 
accept a smaller high likelihood reward in favor of a larger, yet low likeli-
hood reward (i.e., probability discounting). While the brain regions associ-
ated with probability discounting only partially overlap with those involved 
in temporal discounting, the reward circuits of the ventral striatum remain 
a key component. The propensity to accept a smaller reward in favor of a 
larger, yet riskier, reward was proportional to the level of activation of the 
ventral striatum reward circuits. These findings indicate that individual 
differences in discounting behavior are manifested in individual neural 
responses to subjective value.

From a systems engineering perspective, the research findings concerning 
discounting highlight the need to recognize individual differences in the ten-
dency to respond to various incentives. An incentive program that is highly 
effective with some individuals may be modestly effective or perhaps inef-
fective with other individuals. Some individuals may be highly motivated by 
small, yet immediate rewards, but unresponsive to programs that promise 
substantial rewards if they are willing to wait. This applies not only to moti-
vational incentives, but also to consumer choices. Thus, some individuals 
will be willing to sacrifice the quality and longevity of products in favor of 
lower costs. In contrast, other individuals will be content to delay a reward in 
favor of maximizing their gains over a longer time span. For instance, these 
individuals would be willing to work for lower wages given the assurance of 
greater long-term benefits through pension plans and health-care programs. 
Likewise, these individuals would be more inclined to delay purchases in 
favor of more expensive, higher-quality goods for which they can expect a 
longer service life. Within any given system, it must be recognized that par-
ticipants will vary with respect to their propensity for discounting and this 
will affect their response to various forms of incentives, while impacting 
other decisions as well (e.g., purchasing, investment, etc.).

Unfairness

An ultimatum is when one person offers another a choice between two or 
more options and insists that he or she must pick between these options. This 
scenario has been incorporated into a game known as the ultimatum game, 
which offers insight into how people respond in situations perceived to be 
unfair. In the ultimatum game, there are two players and some item of value 
(e.g., money) that must be split between the two players. When the game is 
played with money, one player makes an offer of how to split the money. The 
second player may then accept or reject the offer. If the second player accepts 
the offer, then both players keep the money. If the second player rejects the 
offer, then neither player receives any of the money. From a rational perspec-
tive, the offerers should propose a split in which they retain the maximal 
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sum and the responders should accept the offer on the basis that they have 
the opportunity to get something that they do not have without having to do 
anything for it. However, within Western cultures, players generally split the 
money roughly evenly and when offered a low sum (approximately 20% of 
the total), responders generally reject the offer (Thaler, 1988).

Research has identified the brain regions involved when players are 
engaged in the ultimatum game and particularly when posed with the 
decision to accept or reject an unfair offer (Sanfey et al., 2003). In this study, 
participants played the game with either a human partner or a computer, 
knowing that their partner was either human or a computer. It was noted 
that when playing against the human partner, the subjects were more will-
ing to reject unfair offers (e.g., an $8 to $2 split or a $9 to $1 split) than when 
playing against a computer. When presented with an unfair offer, there was 
activation of the anterior insula, dorsolateral prefrontal cortex, and anterior 
cingulate cortex, with the activation of these regions more pronounced when 
playing against a human than when playing against a computer partner. 
Furthermore, activation of the anterior insula correlated with the relative 
unfairness of the offer, responding more prominently to the more disparate 
offers. This is interesting because research has linked the anterior insula 
with the experience of negative emotions and, particularly, the experience of 
anger and disgust. Given that much of the research concerning the anterior 
insula has involved the reaction to unpleasant odors and tastes, the research-
ers suggested that the reaction that a person experiences when presented 
with an unfair offer may involve the same circuits that give rise to a disgust 
reaction when exposed to unpleasant odors or smells. Subsequent research 
using skin conductance as an alternative measure of emotional reactions has 
confirmed this assertion (van’t Wout et al., 2006). This study showed that 
there was indeed an emotional response when participants received an 
unfair offer and, similarly, this response was more pronounced when the 
partner was a human player, as opposed to a computer player.

In a related study involving the ultimatum game that measured the testos-
terone levels of players, men with higher levels of testosterone were quicker 
to reject low offers (Burnham, 2007). It was suggested that the low offers 
were perceived as challenges, triggering an emotional response comparable 
with that provoked when faced with a potential confrontation. The accep-
tance of an offer that is perceived to be unfair, yet is motivated by mon-
etary gain, presents a conflict. One must suppress one’s negative emotional 
reaction. In these circumstances, increased activation in the regions of the 
brain associated with emotional regulation (i.e., ventrolateral prefrontal cor-
tex) has been observed (Tabibnia et al., 2008). Interestingly, given equivalent 
monetary gains, responses vary with regard to the perceived fairness of an 
offer (Tabibnia et al., 2008). In conditions in which a certain monetary gain 
is perceived to be unfair, but the subject accepts it, there is activation of the 
brain circuits associated with the suppression of negative emotions. In con-
trast, the exact same monetary gain accepted in conditions that are perceived 
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to be fair produces broad activation of the reward circuits within the brain, 
as well as a self-reported sense of happiness with the transaction.

Within organizational systems, there is a tendency to assume that individu-
als and groups will react to policies in a rational manner. Furthermore, there 
is often surprise when seemingly benevolent offers are rejected on grounds 
that seem largely irrational and are based on unjustified emotions. However, 
it is important to remember that fairness is in the eyes of the beholder and 
what may seem generous to one party in a transaction may seem unfair to 
the other party. These outcomes are not based on simple economics, but 
reflect perceptions regarding the overall distribution of goods, wealth, or 
power and involve deeply rooted emotional processes that generally serve to 
protect an individual. It may be conjectured that the emotional reaction that 
one expresses when presented with an unfair offer may also serve to com-
municate a valuable lesson to the offerer. In particular, the rejection and the 
associated emotional reaction convey to the offerer that one will not readily 
allow the other to take advantage of them, and that one is not a “chump.”

Unfairness toward Others

In the course of everyday activities, one may be a bystander, merely wit-
nessing the unfair treatment of another person or group. As discussed in 
the previous section, there are distinct brain responses when an individual 
believes that he or she is being treated unfairly. Other research has consid-
ered how people respond when the subject of unfair treatment is someone 
else. In these studies, subjects played a variation of the prisoner’s dilemma 
game that had been modified so that it involved economic decisions (Singer 
et al., 2006). In this game, there are two players who do not know about one 
another’s actions and are not allowed to communicate. The players are asked 
to make a decision with the outcome of the decision based on their willing-
ness to cooperate with one another. If neither player cooperates, they both 
lose. If both players cooperate, there is a modest gain. However, if one player 
cooperates and the other does not cooperate, the player who does not cooper-
ate gains at the expense of the player who chose to cooperate.

The subjects in the studies by Singer et al. (2006) did not actually play the 
game, but merely watched as two other individuals whom they did not know 
played several rounds of the game. During the game, it was apparent that 
one of the players assumed a cooperative strategy, whereas the other player 
repeatedly sought to take advantage of him or her. In a subsequent analysis, 
the subjects revealed that they perceived the former player to be “fair” and 
“more likable,” whereas they perceived the latter player to be “unfair” and 
“less likable.” Afterward, the subjects and each of the players were exposed 
to a mildly painful stimulus (electric shock applied to the hand). The results 
showed that when the subjects witnessed the likable subject receiving the 
painful stimulus, there was activation of the same brain regions that were 
active when they themselves received the electric shock (i.e., anterior insula, 
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fronto-insular cortex, and anterior cingulate cortex). This suggests that the 
experience of witnessing a likable individual in pain elicits an empathetic 
response. One has a subjective experience that is similar to the experience 
that one has when experiencing pain.

In contrast, when observing the unfair player experiencing pain, there was 
less activity in the brain circuits associated with the experience of pain than 
when observing the fair player in the same condition. This suggests that peo-
ple tend to experience less empathy toward others who are perceived to be 
unfair. It was also found that with men, there was increased activation of the 
reward circuits of the brain (ventral striatum and nucleus accumbens) when 
observing the unfair player experiencing pain. This finding corresponded to 
a subsequent analysis that revealed an increased desire for revenge toward 
the unfair player in men, as compared with women. Thus, for men at least, 
there is a sense of satisfaction and perhaps even pleasure, associated with 
seeing those who are perceived to have behaved unfairly, punished for their 
behavior.

From a systems perspective, these findings point to the importance of 
there being a broad sense of fairness. It is not enough to single out individu-
als and take measures to ensure that they perceive themselves to be treated 
fairly. These experiences are not isolated to the individual. Instead, unfair-
ness is experienced by all, and especially, when the unfairness is exhibited 
toward individuals or groups that are generally liked. Furthermore, when 
there is perceived unfairness, at least among men, there is a desire to see the 
unfairness punished, with this desire accompanied by a sense of satisfaction 
in knowing that the punishment has been administered.

Charitable Giving versus Taxation

It is common that provided sufficient resources, people exhibit a willing-
ness to sacrifice some of those resources for the greater good. While there 
are tremendous individual differences in philanthropy, its existence raises 
questions about the internal processes that sustain the willingness to give 
away one’s own resources. Charitable contributions may be considered in 
comparison to taxation whereby one is mandated to give up some portion of 
one’s own resources for the overall civic good. In both cases, one sacrifices 
resources with little or no promise that one will personally benefit. However, 
with charity, the sacrifice is made voluntarily, and with taxation, the sacrifice 
is mandatory.

To study the neural processes associated with charitable giving, as 
opposed to taxation, researchers asked subjects to play the dictator game 
(Harbaugh et al., 2007). In this game, each subject received $100. The subjects 
were then presented with the opportunity to voluntarily contribute funds to 
a local food bank. At the same time, they witnessed funds being withdrawn 
from their account (i.e., taxation), which were also directed to the food 
bank. As expected, as the amount going to the charity increased and the 
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cost to the giver decreased, there was an increasing willingness to donate 
funds to the charity. When the subjects received a payout to themselves, 
there was activation of the ventral striatal reward circuits. Similarly, there 
was activation of these same reward circuits when the subjects voluntarily 
gave away their resources. Thus, the brain experiences the same positive 
sensation when giving away one’s resources as when receiving resources 
from someone else. Interestingly, the same response occurred when there 
was a mandatory transfer of the subjects’ funds to the charity. Whether 
the transfer occurred through voluntary or mandatory mechanisms, there 
was a positive emotional experience associated with giving their resources 
to the charity. However, the satisfaction ratings associated with voluntary 
transfers were greater than those for mandatory transfers, and the volun-
tary transfers produced broader, more pronounced activation of the reward 
circuits. Subsequent research has shown that these processes are mediated 
by social considerations and, in particular, the magnitude of activation in 
the reward circuits associated with giving is greater when there are observ-
ers present than when comparable decisions are made in solitude (Izuma 
et al., 2010).

Harbaugh et al. (2007) next grouped subjects with respect to those who 
exhibited the largest activation of the reward circuits in response to receiv-
ing funds (i.e., “egoists”) and those who exhibited the largest activation in 
response to giving funds to the charity (i.e., “altruists”). Those subjects cat-
egorized as altruists chose to contribute money to the charity twice as often 
as those categorized as egoists. This suggests that there exist individual dif-
ferences such that those who most value receiving resources (i.e., exhibit the 
most pronounced response in the reward circuits of the brain) are the least 
inclined to give away those same resources. Likewise, those who exhibit 
the most activation of their reward circuits in response to sacrificing their 
personal resources show the greatest propensity toward charitable giving. 
However, the rewarding experience that is generated through charitable 
giving is modulated by individual social contexts. When subjects were pre-
sented with the choice to either contribute or not contribute to different char-
itable organizations that varied in their objectives, activation of the reward 
circuits was accompanied by activation of the brain regions associated with 
social attachment (Moll et al., 2006). When choosing to contribute to chari-
table organizations that shared a subject’s moral perspectives, there was 
activation of the subgenual area of the cingulate cortex, which is a region 
linked to social attachment and is active when viewing photographs of one’s 
close personal relationships (i.e., children, romantic partners). In contrast, 
choices involving organizations that did not share the subject’s moral per-
spectives produced activation of the lateral orbitofrontal areas, which is a 
region that is responsive to social aversions. Related work has shown acti-
vation in the ventromedial prefrontal cortex in association with decisions 
regarding charitable contributions (Hare et al., 2010). It is suggested that this 
activation reflects processes associated with an appraisal of the relative value 
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of secondary rewards, integrating input from brain regions responsive to 
positive and negative social influences, as a basis for making a decision.

The research described here regarding the relationship between behaviors 
associated with generosity, attainment of resources and charitable giving, 
and activation of the brain’s reward circuits has important implications for 
behavior within organizational settings. Frequently, decisions must be made 
concerning the allocation of funds within an organization. Those making 
the decisions may act in their own self-interest, directing funds in a manner 
that benefits them and their close associates. This is in contrast to decisions 
that serve to benefit the organization as a whole, yet may offer no direct ben-
efit to the individual decision maker. As noted, there are individual differ-
ences, with some exhibiting a greater propensity toward generosity and an 
accompanying willingness to sacrifice resources for the greater social good. 
In contrast, there are others who show a pronounced response in situations 
in which they are the recipient of rewards. These individuals are more likely 
to make decisions that promote their own self-interest, perhaps accompanied 
by a belief that what is in their best interest is in the best interest of the over-
all organization. It is noteworthy that social influences modulate the activity 
of the brain’s reward circuits within these contexts. Consequently, by link-
ing requests with the strongly held beliefs of decision makers, there is an 
opportunity to diminish the potential influence of self-interest. Furthermore, 
self-interest should have a diminished impact where decisions must be made 
in the presence of observers who have the capacity to make consequential 
social judgments regarding individual decision makers.

While economic decisions that occur within the workplace have a mea-
surable impact, the same factors may similarly affect other behaviors. For 
instance, people regularly make decisions to either extend help to others or 
refrain from doing so, whether in the form of physical activities, champion-
ing other’s ideas and achievements, or serving as mentors or advisors. While 
somewhat intangible, this help generally comes at a cost in that the helpers 
are sacrificing their time and energy, and sometimes putting their reputa-
tion at stake. The same neurobehavioral processes that mediate economic 
decision making may be extended to these situations. For example, it may be 
expected that individuals inclined toward altruism with respect to monetary 
resources would similarly be inclined toward altruism with respect to con-
tributing their time, energy, knowledge, and social and political influence.

Trust and Cheating

No matter the currency (money, time and energy, information or knowledge, 
or influence and support), trust is a core element in economic transactions. 
Many institutional processes have evolved as a mechanism to facilitate com-
merce through the assurance of trust (e.g., legal contracts, commercial law, 
regulation of finances and business). Furthermore, trust conveys a dividend 
with extra costs for transactions where there is no assumed basis for trust. 
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In general, the human ability to trust is a mechanism to reduce the overhead 
associated with everyday transactions with it being more effortful to under-
take transactions in which the other party cannot be trusted as compared 
with transactions where there is mutual trust.

To study the neurobehavioral basis for trust, researchers have employed 
a game called the trust game. In this game, experimental test subjects are 
assigned to pairs. Each member of the pair is informed that for showing up 
and agreeing to participate in the experiment, he or she will receive a pay-
ment of $10. However, the subjects must play a game in which one member 
of the team, the “giver,” must make a decision to either keep the $10 or give 
some to the second member of the pair, the “reciprocator.” There is a key 
stipulation that however much the giver agrees to transfer to the reciproca-
tor, that amount will be quadrupled. Consequently, if the giver transfers all 
$10 to the reciprocator, he or she could earn as much as $40 for participating 
in the experiment. Once the giver has made a decision regarding transfer-
ring his or her funds to the reciprocator, the reciprocator must then make 
a decision to either give back some of the money or to keep it all. When 
subjects play this game, generally, at least three-quarters of the givers will 
send money to the reciprocators and an even larger portion of the recipro-
cators will send money back to the givers (Zak et al., 2005). On average, the 
givers finish the transaction with $14, whereas the reciprocators finish with 
$17. While there remains a disparity, these findings suggest that presented 
with an open expression of trust, there is a general tendency to reciprocate 
through sharing the bounties of that trust.

Zak et al. (2005) asked subjects to play the trust game following the condi-
tions described above. After the transactions, blood samples were obtained 
from the participants. They found significantly higher levels of the neuro-
hormone oxytocin in reciprocators following transactions in which a giver 
had expressed trust by transferring some of his or her money to them. This 
was in comparison to a condition in which the choice was made randomly 
by a computer and there was no intentionality on the part of the giver. 
Furthermore, the level of oxytocin correlated with the willingness of the 
reciprocators to then transfer money back to the giver. Thus, the experience 
of trust corresponded to an elevation in the levels of oxytocin, which was 
then associated with a greater tendency to reward that trust. The causal 
relationship between oxytocin and trusting behavior was demonstrated in 
a later study where subjects were administered either oxytocin or a pla-
cebo prior to playing the trust game (Kosfeld et al., 2005). The subjects who 
were administered oxytocin were significantly more likely to transfer funds 
to the giver than those receiving the placebo. This suggests that oxytocin 
release makes one more receptive to friendly overtures and more willing to 
reciprocate.

Subsequent research involving a variation of the trust game has utilized 
brain imaging to identify the brain regions associated with the willingness to 
transfer funds on the basis of trust that the recipient will reciprocate (Krueger 
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et al., 2007). The willingness of the giver to trust the second member of their 
pair to reciprocate was correlated with activity in the paracingulate cortex. 
Interestingly, this is a region of the brain associated with Theory of Mind 
(ToM), or the capacity to infer the mental state, thoughts, and intentions of 
other individuals. Thus, situations involving trust recruit brain processes 
involved in imagining and assessing the mental state of another person.

In experiments involving the trust game, subjects are generally not allowed 
to actually see one another as they are making their decisions. In face-to-
face encounters, oxytocin may have an even greater effect. Hurlemann et al. 
(2010) conducted a study in which subjects were required to learn category 
relationships through a series of decisions in which they were presented 
with three-digit numbers and asked to indicate if the numbers belonged to 
one of two categories. On each trial, feedback was presented in the form 
of either colored circles, with green indicating a correct response and red 
indicating an incorrect response, or faces, with a happy face indicating a cor-
rect response and an angry face indicating an incorrect response. In general, 
the subjects exhibited better learning performance for the category associa-
tions when presented with the facial feedback cues than the colored circles. 
However, the subjects who were administered oxytocin showed even greater 
learning with the facial feedback cues. This suggests that oxytocin enhances 
one’s sensitivity to emotional cues, with facial expressions being a primary 
mechanism for communicating emotional states. In a related study, this was 
demonstrated in tests showing that those who were administered oxytocin 
showed higher levels of emotional empathy.

De Dreu et al. (2010, 2011) studied the effects of oxytocin on behavior 
within the context of team performance. In their study, subjects played a 
version of the prisoner’s dilemma game. The subjects were given money 
that they could either keep for themselves or place in a pool that would be 
shared by all the members of their team. The subjects who were adminis-
tered oxytocin were more willing to contribute to the pool, suggesting a 
greater willingness to trust the members of their team to similarly make 
contributions to the pool. In contrast, when there was another team and 
the subjects were told that if the other team did not contribute to the pool, 
they might not get as much money, the subjects who were given oxytocin 
were less likely to make contributions. Thus, it would appear that the trust-
promoting effects of oxytocin may only operate in the context of one’s own 
social group. Oxytocin may have the opposite effect in a context where there 
is a competing group, making one less likely to trust others and eliciting 
defensive behavior to protect one’s personal assets. Furthermore, oxytocin 
has been shown to strengthen one’s favoritism toward members of an in-
group as measured by the willingness to ascribe favorable traits and exhibit 
emotional empathy toward individuals. At the same time, oxytocin increases 
the willingness to degrade members of an out-group, lessening the emo-
tional empathy shown toward these individuals. Thus, the neurochemical 
properties that promote closeness and trusting relationships among people 
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perceived to be in one’s in-group, serve to fuel animosity, degradation, and 
dehumanization toward individuals perceived to be members of an oppos-
ing or competing group.

Related research suggests that testosterone may play an additional role 
in mediating our relationships with others and our willingness to exhibit 
trust and reciprocity (Bos et al., 2012). Subjects were presented with faces 
and were asked to rate the faces with regard to their being trustworthy as 
opposed to untrustworthy. A region of the brain known as the amygdala 
has been associated with a range of human emotions and, particularly, neg-
ative emotional reactions such as fear. Ordinarily, the frontal cortex and, 
specifically, the orbitofrontal cortex, function to regulate the response of the 
amygdala, allowing us to effectively cope with uncertain situations where 
we do not know whether there exists a basis for concern. When the sub-
jects were administered testosterone, there was a reduction in the modula-
tion of the amygdala responses to faces judged to be untrustworthy. This 
suggests that testosterone operates to diminish the capacity to squelch 
emotional reactions. Consequently, this may be manifested in a reduced 
willingness to exhibit trust. In practical contexts, testosterone may function 
to promote apprehensiveness in uncertain situations, as well as a tendency 
to impose demands for assurances to counteract mistrust of other groups 
and individuals.
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Neurotechnology

A 2007 study conducted by the Potomac Institute for Policy Studies projected 
that neurotechnology would be the basis for the next revolution in technol-
ogy (McBride, 2007). The study recognized that the potential ramifications 
of neurotechnology could be on a scale comparable with those that resulted 
from the earlier agricultural, manufacturing, and digital revolutions. The 
study also envisioned a range of capabilities given the precise measurement 
of brain processes and effective interventions to enhance and in deleterious 
circumstances effectively intervene in brain functions. In essence, neuro-
technology bridges one of the final technological barriers—specifically, our 
ability to directly interface with the mind. Furthermore, unlike other ongo-
ing technology trends such as microelectronics and nanotechnology, neuro-
technology has a relatively low cost to entry for anyone wishing to explore 
the possibilities, enabling opportunities for rapid innovation.

Almost a decade has passed since these assertions, and while neurotech-
nology remains unfamiliar to most people, the initial hints of an impending 
wave of new technology can be found. These can be seen in the substantial 
investments in research and development by the US Department of Defense. 
Low-cost, consumer-grade brain monitoring equipment is now readily avail-
able (e.g., Emotiv Epoch). With the increasing acceptance of physiological 
self-monitoring in personal health, a market has emerged for personal bio-
metrics. Recently, there was a second meeting (NeuroGaming Conference) 
of industry leaders from the video game industry was held to share per-
spectives on the prospects for the integration of neurotechnologies, with the 
gaming industry recognized as fertile territory for the earliest wide-scale 
adoption of neurotechnologies. Perhaps, most significantly, there has been 
growing interest in brain science across domains extending beyond health to 
include education, marketing, engineering, and entertainment.

Neurotechnology to Augment, Train, 
Preserve, or Repair Cognitive Skills

Augmentation

Advances under the umbrella of augmented cognition have involved adap-
tive systems where physiological data from human operators allow systems 
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to automatically adjust to the cognitive load and other ongoing cognitive 
demands (Forsythe et al., 2005). Within the systems that have been demon-
strated to date, the system adaptations have taken several forms:

• Task Scheduling: the detection of high levels of cognitive demand 
prompted the delay of nonurgent tasks, with tasks held in a buffer 
until cognitive demands had subsided.

• Task Switching: where multiple operators were capable of performing 
a task, the detection of high levels of cognitive demand on one oper-
ator prompted the transfer of tasks to another operator, for whom 
there was a lower level of demand.

• Adaptive Automation: the detection of high levels of cognitive demand 
prompted the allocation of tasks for system automation.

• Modality Switching: the recognition that task demands consumed 
the resources associated with one sensory modality prompted the 
system to switch the mode of information transmission to another 
sensory modality (e.g., if consumed with a visual task, information 
would be transmitted via the auditory modality).

• Adaptive Interfaces: the recognition that an operator’s attention was 
focused on a given region of an interface prompted the system to 
display other urgent information within that same region.

• Contextual and Other Cues for Task Support: the detection of high lev-
els of cognitive demand prompted the system to provide users with 
mechanisms to support memory retention, context switching, and 
related cognitive functions.

Training

Advances under the umbrella of brain training emphasize activities (e.g., 
video games) that exercise specific brain functions. These activities are touted 
to provide a cognitive advantage, are highly accessible to anyone seeking 
them, require no special equipment other than a personal computer or gam-
ing device, and have been designed to be engaging and entertaining, while 
offering personalized measures to track one’s progress and achievements 
over time. A significant amount of research in this area has explored the 
cognitive effects of video games (Bavelier et al., 2011), with some researchers 
touting the positive effects that certain games have on the low-level vision, 
visual attention, and information-processing speed of the players who play 
them (Green and Bavelier, 2006).

A more recent trend in research on brain training involves various Internet 
sites such as Lumosity (Hardy and Scanlon, 2009) or MyBrainSolutions 
(Connole, 2011), which provide games that are designed to train diverse 
aspects of cognition (e.g., working memory capacity, visuospatial reason-
ing). While the effectiveness of these sites is a subject of debate (Slagter, 2012; 
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Redick et al., 2012; Kpolovie, 2012; Gordon et al., 2013), the sheer number of 
users (i.e., tens of millions of users) signals the demand for this kind of service.

Preservation and Repair

The preservation and repair of cognitive skills can be seen as an extension 
of the neurotechnology that falls under the umbrella of brain training. The 
motivation of the users of these systems, however, is to stave off age-related 
cognitive decline or to help rehabilitate physical and psychological maladies. 
A popular noninvasive approach involves the use of video games to prevent 
cognitive decline in older adults (Lange et al., 2010; Whitlock et al., 2010, 2012; 
Trujillo et al., 2011). More invasive approaches include transcranial magnetic 
stimulation (TMS), transcranial direct current stimulation (tDCS), deep brain 
stimulation (DBS), and vagus nerve stimulation (VNS) (Malhi and Sachdev, 
2002). There has similarly been research on the use of neurosurgical implants 
that are designed to serve as a substitute for biological neuronal tissue 
(Berger et al., 2008).

Neurotechnology as a Tool to Design or 
Adapt Human–Computer Interaction

Other conceptions of neurotechnology have come from the field of human–
computer interaction (HCI). Opportunities exist to leverage insights 
regarding the functioning of the brain and the central nervous system as a 
motivation for the design of computer systems intended for human use. For 
example, Causse et al. (2012) based their design of a system for aircraft ter-
rain avoidance on insights gained from the brain’s mirror neurons. Using an 
avatar to demonstrate the desired actions, they found superior performance 
as compared with traditional warnings. With product development and test-
ing, measurement has generally involved behavioral assessments of per-
formance in combination with a variety of techniques that elicit responses 
of varying degrees of subjectivity. Recently, researchers have begun to use 
neurophysiological measurements as a means of supplementing traditional 
assessments of usability (Hirshfield et al., 2009).

Neurotechnology provides a basis for inferring information about users 
that they might not willingly divulge, but is helpful in conceptualizing and 
engineering HCIs. When humans interact with computing systems, the 
exchange can be thought of as purposeful; users have an explicit purpose 
when they interact with the system, and use the information available to 
them (the system’s status, the software’s user interface, etc.) to achieve their 
goals. Unfortunately, the computer has disproportionately less information 
on which to operate, as it only knows what is communicated through its 
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input devices (traditionally, a mouse and keyboard). Advances in HCI under 
the umbrella of physiological computing (Fairclough, 2009) have attempted to 
bridge that information gap by furnishing the computer with information 
concerning a user’s psychological state, including the user’s focus of atten-
tion, intentions, and motivations. These advances introduce an “improvisa-
tory element” to the HCI and bring HCI closer to a “true dialogue with the 
user” (Norman, 2009), interpreting the user’s behavioral cues and reacting to 
them dynamically. Examples within this field include the following:

• Management of Affective State: managing the trade-off between cogni-
tive and affective student outcomes in intelligent tutoring systems 
(Boyer et al., 2008).

• Detecting Motivational State: activating context-specific help if a user 
is frustrated with a user interface or system (Scheirer et al., 2002).

• Mediating Individual Engagement and Entertainment: adapting an inter-
active experience to a user’s sense of engagement (El-Nasr et al., 
2010).

• Distinguishing Classes of Users: classifying students by their profi-
ciency through measurements of the heart-rate variability (Zotov 
et al., 2011).

• Assessing Group Engagement: assessing the extent to which team 
members are mutually engaged in a task via the electroencephalo-
gram (EEG)-based profiles of team members (Dodel et al., 2011).

Neurotechnology as a New Modality through 
Which Systems Are Controlled

Brain–computer interfaces (alternatively, brain–machine interfaces [BMI]) have 
been a topic of interest for many years (Vidal, 1973). The distinguishing 
feature of these systems is that the primary mode of interaction is via an 
externally derived neural command source, captured through a direct and 
invasive or indirect and noninvasive BMI. There has been a resurgence of 
interest in the use of neural interfaces to establish a communication chan-
nel between humans and machines (Donoghue, 2002). The communication 
channel is two way, creating two broad classes of BMIs. One class of BMI, 
known as “output BMI,” focuses on control of external devices. Initial dem-
onstrations of output BMIs used an EEG and allowed a user to control a 
cursor or other objects on a screen by producing specific patterns of brain 
activity (e.g., Wolpaw et al., 1991).

However, recent interest has turned to direct interfaces in which sensors 
are embedded within an individual’s brain and input from the system comes 



289Neurotechnology

through a low-impedance transduction of neural signals. For example, using 
monkeys, researchers have demonstrated the direct control of a prosthetic 
limb through signals emanating from the motor cortex (Velliste et al., 2008) 
and the control of two virtual arms through signals emanating from neu-
rons in several frontal and parietal cortical areas (Ifft et al., 2013). In humans, 
direct neural control has been used to manipulate computer functions (e.g., 
open emails), as well as to control electronic devices such as a television 
(Hochberg et al., 2006).

The other class of BMI, known as input BMI, focuses on efforts to pro-
vide the brain with direct feedback from a computer device. This research 
is exemplified by work that is focused on enabling the blind to see through 
camera devices that transfer image signals directly to the visual cortex (e.g., 
Dobelle, 2000).

Neurophysiological Measurement

An essential component that all neurotechnology systems have in common 
is a mechanism for sensing some facet of a person’s physiological state, with 
this generally occurring in real time. While brain-based measurement has 
been the most common basis for physiological recordings, other data sources 
have also been explored (e.g., heart-rate variability, pupillometry, and pos-
ture) Additionally, with many systems, mechanisms have been employed 
that use various system and sensor data as a means of establishing the ongo-
ing situational context, with contextual information providing a reference 
for enhancing the interpretation of physiological data. For example, in auto-
motive applications, data generated by various vehicle systems (e.g., steering 
rate, pressure applied to the accelerator, wheel speed) provide the basis for 
inferring the ongoing driving context (e.g., entering a high-speed roadway) 
and estimating the associated level of cognitive load that is experienced by 
the driver (Dixon et al., 2005).

Strengths and Challenges

Unfortunately, there is no direct indicator of cognitive function. Here, “cog-
nitive function” is used to denote either a cognitive process or a cognitive 
state. The techniques outlined in Chapter 2 are indirect indicators, which 
measure brain activity as a function of the brain’s electrical signals (i.e., EEG 
or magnetoencephalography [MEG]), or as a function of the brain’s blood 
flow and blood oxygenation levels (i.e., positron emission tomography 
[PET] and magnetic resonance imagery [fMRI]). Because we have no way of 
directly measuring cognitive function or state, we must posit and then mea-
sure indirect brain activity indicators, which we have good reason to believe 
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are somehow correlated with the cognitive function or state we are inter-
ested in measuring. However, this methodological challenge is not unlike 
that faced by physicists who study subatomic particles through interactions 
in particle colliders. Thus, the nature of the problem is not one of indirect 
measures, but more that we know very little about how what we measure 
(e.g., electrical activity, blood flow) signifies what we want to characterize 
(i.e., cognitive function or state).

Desiderata for Design in Neurotechnology

Being cognizant of the shortcomings of neurophysiology allows us to be 
critical in the design of systems that intend to use neurotechnology. Despite 
the shortcomings, neurotechnology is a resource of valuable information, 
and if we take care to design around the shortcomings, we can still make 
significant progress; such was the route taken by Petersen et al. (1988) in 
their landmark article on the use PET to study word processing. Their use 
of PET, however, was combined with a clever use of experimental protocols 
that allowed them to assess brain activity incrementally (through a “subtrac-
tion paradigm”), such that the brain activity that they recorded showed only 
the activity that they wanted to characterize.

What follows is a tripartite desiderata for design considerations in the 
deployment of neurotechnological solutions. These considerations are 
adapted from Fairclough (2009) and Cacioppo et al. (2000).

Desideratum 1: What Is the Relationship between 
the Neurophysiological Measures and the 
Psychological Measurement of Interest?

As mentioned, we must often tacitly assume that what we intend to measure 
correlates in some way to the cognitive function of interest. There are several 
ways to analyze the relationship between measures and cognitive functions 
or states. In designing systems, each of the following questions should be 
considered:

What Is the Assumed Mapping between the Measure and the Function?

Cognitive function is associated with some measure of activation at the neu-
ral level, but for any given function’s activation, the same (or similar) acti-
vations may appear for similar or dissimilar cognitive functions. Cacioppo 
et al. (2000) outlined a taxonomy of potential mappings between measures 
and cognitive functions:
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 1. One-to-one: a measure has an isomorphic relationship with a func-
tion (the ideal case).

 2. Many-to-one: several measures are associated with a function.
 3. One-to-many: a measure is concordant to several functions.
 4. Many-to-many: several sets of measures are concordant to several 

functions.

What Is the Diagnosticity of the Measure?

Diagnosticity refers to the ability of a measure to target a specific function 
and to remain invariant in the presence of potentially spurious influences 
(O’Donnell and Eggemeier, 1986). Establishing the absence of spurious influ-
ences is key to ensuring that a measure is useful.

What Is the Sensitivity of the Cognitive Function to the Measure?

Sensitivity refers to the degree to which a measure maps the fluctuation 
of the cognitive function of interest (O’Donnell and Eggemeier, 1986). In 
the design of neurotechnology systems, it is paramount to specify the 
expected range of the measure and whether or not this range is sufficient 
to distinguish between different cognitive processes. For example, if we 
were to use blood oxygenation levels as a proxy for a problem-solving 
activity, we should be able to state what our fMRI scans could reasonably 
pick up and, in addition, we should be able to state whether or not these 
scans could distinguish between high or low levels of problem-solving 
activity.

What Is the Reliability of the Inference?

Reliability refers to the ability of the measure to perform consistently across 
sessions with a given individual and across different individuals (O’Donnell 
and Eggemeier, 1986).

Desideratum 2: How Valid Are Inferences Concerning Cognitive 
Function from the Neurophysiological Measures?

Beyond establishing a precedent for the use of specific measures as prox-
ies for specific functions (as outlined for the first desideratum), practi-
tioners should also demonstrate that the specific measure is capable of 
predicting the function of interest in the respective domain-specific context. 
Neurotechnology designers should establish validity across a variety of 
representative conditions and environments, and with representative sub-
ject populations.
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Validation through Laboratory Tasks

Borrowing from experimental psychology, this type of validation involves 
the use of standardized tasks such as mental rotation (Shepard and Metzler, 
1971) or problem-solving tasks (Baker et al., 1996), for which there are known 
correlations between measures and functions. Validation through laboratory 
tasks requires that there exist a strong relation between the task and the tar-
get psychological construct. Given that relation, we can verify that a specific 
neurophysiological measure captures brain activity in the context of the task 
of interest. Ideally, multiple experimental contexts involving the cognitive 
function of interest are available, such that we can assess the range of poten-
tial neurophysiological responses.

Validation through Subjective Measures

Subjective self-reports are useful in the design of neurotechnological sys-
tems since they represent the experience of individual users. Invariably, 
there will be individual differences across users who use neurotechnology 
applications, and subjective measures can help fine-tune the experience for 
an individual user.

Desideratum 3: How Are We Representing the User?

A third important concern is how users of the neurotechnological application 
are represented by the system. Neurotechnology systems, based on neuro-
physiological measures, will typically represent the user in terms of cogni-
tive functions. For example, a system could characterize a user engaged in 
problem-solving tasks in terms of his or her estimated task engagement and 
distress (Matthews et al., 2002). These composite measures might be derived 
from the neurophysiological measures. To represent the user, designers will 
typically need to decide two things.

What Is the Dimensionality of the Representation?

The dimensionality refers to the number of variables that the system will com-
pute as a function of the neurophysiological measures. Designers must decide 
on a representation that is rich enough to afford meaningful interaction for 
the user and is constrained enough in scope so that the computations needed 
to assess the user are tractable. As seen in Fairclough (2009), the dimensional-
ity of neurotechnology applications often does not exceed two dimensions 
(e.g., tracking engagement and distress) due to the combinatorial explosions 
that can result from tracking more variables. Typical representations are:

 1. One-dimensional continuum
 2. One-dimensional discrete
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 3. Two-dimensional continuum
 4. Two-dimensional discrete

What Is the Modality of the Representation?

Beyond considering issues of dimensionality, designers may want to con-
sider combining neurophysiological data with context-specific data (e.g., task 
progression, time spent in an estimated psychological state), to give compu-
tational systems greater information than the moment-to-moment calcula-
tions of the psychological state.

Future Directions

Neurogaming

Perhaps the first domain in which there will be broad acceptance of neuro-
technology is gaming, with neurogaming now recognized as an emerging 
field within the gaming industry. Today, gaming is a greater than $20 billion 
industry (Entertainment Software Association, 2012) in which manufacturers 
are constantly seeking opportunities to differentiate themselves from their 
competition and users are generally accepting of new technologies. Relatively 
low-cost, reliable, and easy-to-use headsets that measure brain activity are now 
available from various companies. However, neurotechnology is only starting 
to impact gaming. This is most likely attributable to the newness of the technol-
ogy and that a compelling application has not yet been identified. Yet, recently, 
titles such as Son of Nor (Stillalive Studios, 2013) have appeared where the 
player can move and explode objects by producing specific patterns of brain 
activity, effectively giving the player telekinetic powers. Moreover, there are 
several aspects of neurogaming that have the potential to be transformative.

Multiplayer Neurogaming

Multiplayer gaming is enormously popular, with players able to meet within 
a virtual space and simultaneously conduct activities in unison or in oppo-
sition to one another. When a given player takes an action, he or she can 
observe behaviorally how that action has affected other players, which is the 
same experience we have within the real world. However, if players are each 
wearing headsets and their respective brain activity is being monitored and 
displayed to other players, a given individual can not only see how his or 
her actions have affected other players behaviorally, but also physiologically 
and, by inference, psychologically. This has the potential to be transforma-
tive in that this is an experience that is readily achievable within a gaming 
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environment, yet it is not possible in real life. Thus, within gaming environ-
ments, there is an opportunity to attain a level of interpersonal awareness 
for which it is difficult to anticipate its ramifications. Furthermore, if such a 
capability arises and flourishes within gaming environments, it is likely that 
analogs will soon emerge within nongaming environments, promoted by the 
growing integration of gaming and everyday, nongaming devices through 
the spread of increasingly powerful go-anywhere mobile electronics.

Neurocognitive Approaches to Interactive Narratives

Game environments increasingly rely on narrative structures to guide players 
toward the completion of specific in-game tasks. While playing games that pro-
vide an interactive narrative experience, players’ story comprehension faculties 
are engaged as they project a fictional world (Gerrig and Bernardo, 1994; Sengers, 
1998; Ryan, 1999; Gerrig, 2013), such that players project themselves as the ava-
tars under their control, and that the story context in which they are embedded 
plays a key role in how they perceive their potential actions. Designers of inter-
active narrative experiences would do well to go beyond ensuring that game 
story structures are logically coherent, and should take care to account for how 
the player experiences the narrative (Szilas, 2010). Indeed, efforts are underway 
to study the effect that games and narratives have on players at a cognitive level 
(Cardona-Rivera et al., 2012; Cardona-Rivera and Young, 2013). These efforts 
stand to be enhanced through the incorporation of insights gained through 
advances in the study of the neuropsychology of narrative (Mar, 2004), as well 
as an understanding of the neuroscientific underpinnings of play.
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FIGURE 2.1
Areas in red indicate regions in which there is increased cortical thickness following practice 
playing the game Tetris. Areas in green exhibit increased activation and areas in blue exhibit 
decreased activation while playing the game. The top panel represents baseline recordings, the 
middle panel represents recordings at follow-up, and the bottom panel represents the follow-
up recordings minus the baseline recordings. (From Haier, R.J., Karama, S., Leyba, L., and Jung, 
R.E., BMC Research Notes, 2, 174, 2009. With permission.)
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FIGURE 3.1
(a–c) Trials in which subjects were cued to try and produce a speeded response resulted in 
elevated levels of activity in the striatum and the presupplementary motor areas. LBA, linear 
ballistic accumulator. (From Forstmann, B.U., Dutilh, G., Brown, S., Neumann, J., von Cramon, 
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FIGURE 3.2
When subjects heard their own name, the corresponding electrophysiological response 
was correlated with increased activation of the right medial prefrontal cortex (a), right 
superior temporal sulcus (b), and left precuneus (c). (From Perrin, F., Maquet, P., Peigneux, 
P., Ruby, P.,  Degueldre, C., Balteau, E., Del Fiore, G., Moonen, G., Luxen, A., and Laureys, 
S., Neuropsychologia, 43, 12–19, 2005. With permission.)
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N.D. and Wise, R.A., Nature Neuroscience, 8, 555–560, 2005. With permission.)
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(a,b) Peak alpha frequency for meditators and nonmeditators during sustained attention to 
body and breath-related sensations. (From Kerr, C.E., Sacchet, M.D., Lazar, S.W., Moore, C.I. 
and Jones, S.R., Frontiers in Human Neuroscience, 7, 1–15, 2013. With permission.)
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US Navy SEALs showed greater activation of the right insula in response to angry faces than 
control subjects did, suggesting greater sensitivity and awareness of potential threats. (From 
Paulus, M.P., Simmons, A.N., Fitzpatrick, S.N., Potterat, E.G., Van Orden, K.F., Bauman, J., and 
Swain, J.L., PLoS ONE, 5, e10096, 2010.)
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